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Abstract: 

The rise of fraudulent accounts is one of the most severe concerns in the digital age. Fake 

accounts have been judged particularly destructive to both OSN service providers and their 

clients, and if not caught early, they might become considerably more troublesome in the 

future. A user becomes a target for an attacker when he or she creates an OSN account. Fake 

accounts may trace a user's movements and encourage them to do things they shouldn't. This 

article gives a comprehensive description of the framework for detecting false profiles in 

social networks. Account vulnerability assessment is monitored using an open-source big 

data system for false profile detection. In terms of public and private profile traits, there are 

ethical issues in data collecting.The LSTM configuration used to implement the proposed 

framework is also detailed. The suggested method has a training accuracy of 98 percent and a 

validation accuracy of 97.9%. 
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learning, and LSTM. 

 

1. INTRODUCTION 

A fake user can evade detection techniques 

by learning the defense patterns employed 

by social network providers. It is also 

difficult to link the identity of a user across 

social networking platforms [1, 2]. The 

design of the proposed approach involves 

feature-based detection, considering low-

level features along with many valuable 

social features [3, 4]. Tumblr, Twitter, 

Google+, Facebook, Instagram, Myspace, 

LinkedIn, and Foursquare are just a few of 

the numerous social networking services 

available. According to data, 823 million 

individuals utilised Facebook on their 

portable devices on a daily basis, which is 

hiked from 654 million in the preceding 

quarter [5, 6].  

Facebook cannot provide real-time 

notifications about phoney profiles, and 

distinguishing between actual as well 

as fake profiles is tough for non-

technically knowledgeable people. 

Furthermore, in order to get reliable profile 

identification outcomes, various big data 

challenges, such as streaming data, storage 

of data, and fast user replies, must be 

addressed when operating on enormous 

amounts of social big data [7]. According 

to the report filed by Facebook to the 

Securities Exchange and Commission, 

8.7% of 955 million of its users are fakes. 

By now, 8.7% could have increased with 

the increase in the number of Facebook 

users [9, 10].  
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Most of the accounts classified as bogus 

(4.8%) are duplicates created by the user 

for maintaining personal and professional 

accounts separately with different names, 

which is a violation of the social network’s 

policies [11, 12]. The attackers (1.5%) 

collect user details from different social 

networks and create a fake profile with 

collected attributes. These attackers mainly 

target non-technically savvy users, teens, 

females and children. The problem of 

determining a tight mapping between 

genuine users and online identities needs 

to be solved [13, 14]. 

 

Contribution 

The main contribution of the research 

work is 

 To develop an optimization 

approach for selecting optimal 

features from the dataset and this 

optimization approach can handle 

the premature convergence. 

 To develop neural network for 

minimizing the error during the 

process of training. 

The remainder of the article is organized 

as follows: the related works are discussed 

in Section 2, the proposed methodology is 

detailed in Section 3, the results are 

illustrated in Section 4, and the article is 

concluded in Section 5. 

 

Related Works 

The authors of the research [15] presented 

COMPA as a technique for detecting 

hacked accounts on Twitter and Facebook. 

The authors employed statistical modelling 

to create a behavioural profile of users 

based on the features of their transmitted 

communications, and they computed the 

anomaly score using numerous similarity 

metrics such as n-gram analysis. The 

weights of the features in the dataset were 

determined using Sequential Minimal 

Optimization (SMO) by the authors. The 

authors of study [16] used clustering 

algorithms on the wall postings to detect 

spam campaigns on Facebook. Based on 

the content (pictures, movies, etc.) posted 

on their walls, they further examined each 

malicious account for the presence of 

compromised accounts. 

A lot of studies have focused on detecting 

duplicated accounts on social media 

platforms. The Markov Clustering 

algorithm (MCL) was used by the authors 

in [17] to divide the Facebook network 

into smaller communities based on their 

similarities. All the profiles that are similar 

to the real profiles were gathered to 

determine the significance of the 

association in order to determine whether 

it is a clone or not. Another study [18] 

proposes a system with three components: 

an information distiller, a profile hunter, 

and a profile validator, to identify social 

network profile copying.A research 

published in [19] built a network of people 

on Tianya forum and Taobao online 

auction website based on their themes of 

interest. The author pruned the graph to 

create a sockpuppet network based on the 

users' writing styles (SPN). Finally, SPN 

has been used to identify bogus 

communities using various community 

detection approaches. 

In [20] describes another strategy for 

detecting bogus accounts on a Hong Kong-

based discussion forum. The technique is 

based on the total number of subjects one 

account has submitted and the number of 

replies received from other users. To find a 

sockpuppet pair, a detection score is 

calculated. The higher the score, the more 

likely two accounts are to be a fraudulent 

account pair. The authors in [21] described 

a fake account detection system for the 

Wikipedia network utilising natural 

language processing techniques based on 

linguistic data such as the user's 

punctuation count, quotation-count, and 

usage of capital or lowercase. 

The existing fake profile detection 

approaches faces the premature 

convergence during the process of 

optimization may not consider the 

significant features.Occurrence of error or 

complex training process can influence the 

performance of fake profile classification 
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accuracy. By considering the drawbacks in 

the existing approaches, the proposed 

framework is formulated that is discussed 

in subsequent section. 

 

Proposed Methodology 

The process of profile data acquisition and 

the classification of acquired profile data 

attained for fake profile detection that is 

discussed in this section. 

 

Pre-processing 

The information in the post is handled in 

every stage with the assistance of NLTK 

libraries and the process of examination is 

accomplished in this research. The 

information in the post is transformed to 

accessible and process able format that 

uses several pre-processing techniques 

namely punctuation, lemmatization, 

acronym handling and stop word removal. 

The flow of raw data taken from a social 

network to the final chosen attribute subset 

via data profiling 

 

Feature Selection-Dispersive File 

Swarm Optimization 

The swarming behaviour of flies hovering 

around food sources inspired from the 

Dispersive Flies Optimisation (DFO) 

technique. Various factors influence flies' 

swarming behaviour, and the existence of 

a danger may disrupt their convergence on 

the marker (or the optimum value). As a 

result of considering the creation of 

swarms over the marker, the suggested 

algorithm also considers the breaking or 

weakening of swarms. Occurrence of 

convergence issue is rectified by linear 

scaling technique. In other words, in 

Dispersive Flies Optimisation, the flies' 

swarming behaviour is made up of two 

tightly linked mechanisms: the generation 

of swarms and the breaking or weakening 

of those swarms. The update equations' 

method and mathematical formulation are 

described below. The vectors position is 

determined by, 

𝑎𝑥
−𝑡 = 𝑎𝑥1

−𝑡 + 𝑎𝑥2
−𝑡 + ⋯
+ 𝑎𝑥𝐷

−𝑡                           𝑖
= 1,2,3 … . . 𝑁𝐹 

where the time is indicated by t, problem 

space dimension is indicated by D, and the 

count of flies is indicated by NF. 

The population generation is initialized by 

time t=0 with xth vector and yth 

component is indicated as, 

𝑎𝑥𝑑
0 = 𝑎𝑚𝑖𝑛.𝑑 + 𝑟(𝑎𝑚𝑎𝑥.𝑑 − 𝑎𝑚𝑖𝑛.𝑑) 

where random selection from the solution 

space is indicated as r, interval of unit is 

given as U(0,1), initialization of bounds in 

dimension d is indicated as xmin and xmax 

for lower and upper bound respectively. 

The components of the position vectors are 

changed separately on each iteration, 

taking into consideration the component's 

value, the corresponding value of the best 

neighbouring fly (consider ring topology) 

with the best fitness, and the value of the 

best fly in the whole swarm: The effective 

fitness with best fly in the entire solution 

space is given as, 

𝑎𝑥𝑑
𝑡 = 𝑎𝑛𝑏.𝑑

𝑡−1 + 𝑈(0,1) × (𝑎𝑠𝑏.𝑑
𝑡−1 − 𝑎𝑥𝑑

𝑡−1) 

where best fly in the neighbour is indicated 

as 𝑎𝑛𝑏.𝑑
𝑡−1 , and best fly in the swarm is 

indicated as 𝑎𝑠𝑏.𝑑
𝑡−1  across the uniform 

distribution range of 0,1. The value of 

uniform distribution is estimated by the 

linear scaling technique that preserves the 

premature convergence. 

A dynamic rule for updating flies' 

positions (supported by a social 

neighbouring network that informs this 

update) and transmission of the findings of 

the best found fly to other flies are the two 

main components of the algorithm. As 

previously indicated, the swarm is 

disturbed for a variety of causes; one of the 

good effects of such disruptions is the 

relocation of the disturbed flies, which 

may lead to the discovery of a more 

suitable location. An element of 

stochasticity is introduced to the updating 

process to account for this possibility. 

Individual components of the position 

vectors of flies are reset based on this if 

the random number, r, produced from a 

uniform distribution on the unit interval U 
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(0, 1) is smaller than the disturbance 

threshold, dt. This ensures that the 

otherwise perpetual stagnation over a 

predicted local minimum is disrupted 

proportionately. 

 

Classification-Long Short Term 

Memory 

 

LSTM is a diversified form of standard 

network in that it takes a sequence 

vi=(vi1,vi2,…..,viT) as input and the 

process of iteration is accomplished from 

it=1 to T that generates the following, 

𝑞𝑡𝑖 = Φ(𝑦𝑞𝑖𝑡 + 𝑊ℎ𝑖ℎ𝑡𝑖−1 + 𝑊𝑎𝑡𝑣𝑡) 

where q is a vector encoding the concealed 

unit q = (q1, q2, ..., qT ). Bias vectors are 

the b terms (eg. yq denotes bias of the 

hidden layer). The nonlinear function Φ 

varies depending on the situation, however 

in the case of a generic RNN, it is 

generally the adoption of element-wise 

sigmoid (σ), as shown following equation. 

When an LSTM is utilised, however, this 

is calculated with Φ. 

The acquired features are passed to 

the first two layers whereas the values are 

elected randomly that minimizes the error. 

This process returns the output after 

processing the data in the preceding layers 

and probability is estimated by the softmax 

activation function. The RNN elect the 

data that is remembered or forgotten. At a 

sequence of time ti, the learning network 

are updated as, 

𝑖𝑡𝑖 = 𝜎(𝑊𝑎𝑖𝑎𝑡𝑖 + 𝑊ℎ𝑖ℎ𝑡𝑖−1 + 𝑦𝑖) 

𝑓𝑡𝑖 = 𝜎(𝑊𝑎𝑓𝑎𝑡𝑖 + 𝑊ℎ𝑓ℎ𝑡𝑖−1 + 𝑦𝑓) 

𝑔𝑡𝑖 = tanh (𝑊𝑎𝑐𝑎𝑡𝑖 + 𝑊ℎ𝑐ℎ𝑡𝑖−1 + 𝑦𝑐) 

𝑐𝑡𝑖 = 𝑖𝑡𝑖 ⊙ 𝑔𝑡𝑖 + 𝑓𝑡𝑖 ⊙ 𝑐𝑡𝑖−1 

𝑜𝑡𝑖 = 𝜎(𝑊𝑎𝑜𝑎𝑡𝑖 + 𝑊ℎ𝑖ℎ𝑡𝑜−1 + 𝑦𝑜 

ℎ𝑡𝑖 = 𝑜𝑡𝑖 ⊙ tanh (𝑐𝑡𝑖) 
where the activation function is signified 

as 𝜎, the multiplication with element wise 

is signified as ⊙, the input vector value at 

the time ti is signified as ati, the hidden 

states in the network is signified as hti, 

weight matrix for the diverse layers are 

signified as Wai, Waf, Wac, Wao for ati, 

weight matrix for the diverse layers are 

signified as Whi, Whf, Whc, Who for hti, the 

bias in the layer is signified as yi, yf, yc, yo, 

the input layer is signified as i, forgotten 

layer is signified as f, memory layer is 

signified as c and the output layer is 

signified as o. LSTM memory cells are 

effective in identifying and exploiting long 

range context.
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Figure 1. Overall block diagram of proposed methodology 

 

2. RESULT AND DISCUSSION 

The information deposited in SOCIAL 

NETWORKs is the user-made content and 

metadata of the users’ profiles. The 

essential public profile information such as 

user name, screen name, surname, gender, 

zip code, country, education, hometown 

and workplace provide personal details of 

the user’s identity. In addition, unique 

communication information, for instance 

email identities, phone numbers and 

personal profile information’s are also 

taken as features. The connectivity using 

this information is characterized as the 

links in the social network graph that 

reflects various interests of the user. All 

together, the amount of personal 

information, which is provided directly by 

the social network user, constitutes diverse 

types of publicly available data. The 

process of obtaining this reliable data from 

streaming social network servers is 

significant. The proposed approach is 

compared with existing techniques namely 

SMO [15] and MCL [16] whereby the 

performance metrics such as accuracy, 

precision and recall is utilised for 

investigating their performance. 

Accuracy: The classification accuracy of 

the fake profile is calculated by dividing 

the number of appropriate fake fake profile 

identifications by the total number of fake 

profile. Comparison of accuracy is given 

in Table 1 and Figure 2. The estimation of 

the accuracy is given as, 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

=
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑇𝑁)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑇𝑃) + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑇𝑁) + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝐹𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝐹𝑁)
 

 

Table 1. Comparison of fake profile Classification Accuracy 

S.No Iteration SMO MCL LSTM 

1 50 85 83 95 

2 100 85.5 83.5 96 

3 150 86 85 96.5 

4 200 87 86 98 

5 250 88 87 98 
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Figure 2. Comparison of fake profile Classification Accuracy 

 

Precision: The quantitative rate with 

positive results, also known as precision, 

reflects the reliability of the prediction and  

the relevance of the feature found. 

Comparison of precision is given in Table 

2 and Figure 3. It is equated as 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 

 

 

Table 2. Comparison of fake profile Classification Precision 

S.No Iteration SMO MCL LSTM 

1 50 81 86 96.4 

2 100 82 87 97 

3 150 86 88 97.4 

4 200 86.4 88 97.8 

5 250 84 89 98 
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Figure 3. Comparison of fake profile Classification Precision 

 

Recall: The associated fake profile 

among the substantially retrieved 

occurrences make up the rate of recall. 

Comparison of recall is given in Table 3 

and Figure 4. It is calculated as

 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

 

 

Table 3. Comparison of fake profile Classification Recall 

S.No Iteration SMO MCL LSTM 

1 50 81 82 88 

2 100 82 82 90 

3 150 84 83 91 

4 200 86 84 94 

5 250 87 85 98 
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Figure 4. Comparison of fake profile Classification Recall 

 

From the observation of the above tables 

and figures, it is identified that the 

proposed approach is highly effective 

where the performance of LSTM 

outperforms the existing approaches 

namely SMO as well as MCL. 

 

3. CONCLUSION 

 

One of the most serious issues in the 

digital era is the development of fake 

accounts. As they employ the OSN 

medium to perform everyday major 

crimes, cyber intelligence is attempting to 

relieve these profiles. Fake accounts have 

been deemed particularly harmful for both 

OSN service providers and their 

customers, and they might become much 

more problematic in the future if not 

discovered early. When a user opens an 

OSN account, he or she becomes a target 

for an attacker. Fake accounts can track a 

user's movements and persuade them to 

engage in illegal actions.This article 

provides a complete overview of the fake 

profile detection framework for identifying 

fake users in social networks. The open-

source big data framework for fake profile 

detection is used to monitor account 

vulnerability assessment. The ethical 

considerations in data collection with 

respect to public and private profile 

attributes is explained. The LSTM setup 

for implementing the proposed framework 

is also explained in detail. The proposed 

approach attained 98% training accuracy 

and 97.9% validation accuracy. 
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