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Abstract

Stroke is an important health outcome in terms of morbidity, disability, mortality, and social and 
economic costs [2-3]. Method, in this paper, we build a smart prediction model which predicts 
whether a patient is at high risk or low risk of heart stroke with an early intervention by classifying 
the patient’s records into one of the binary classes. We are using K-means Clustering technique and
Classification techniques and to enhance the performance in predicting accurate values, we are 
integrating all 3 classification algorithms – Naive Bayes NB, Decision Tree DT and Artificial Neural 
ANN Network, with Sequential Row initial centroid selection methods of K-means clustering 
algorithm.Comparison analysis of each model is determined by calculating Sensitivity, Specificity and 
Accuracy using Confusion Matrix of each one. We also plotted ROC and AUC score as final 
assessment, in choosing the best prediction model. Conclusions, we developed smart and highly 
accurate predicting heart stroke system. The most effective model is Sequential Row Method 
integrated with Artificial Neural Network Classifier with accuracy score of 96% and area under the 
ROC curve (AUC) score of 1.
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1.  Introduction :[4]Stroke is the second-leading 
cause of death in the world but has dropped to fourth 
in the United States, behind CHD, cancer, and chronic 
respiratory disease. The World Health Organization 
suggests 5.5 million deaths of stroke in 2002 (≈1 every 
6 seconds). [8-12]Machine learning in healthcare can 
therefore be used to identify and understand emerging 
health trends in large populations and datasets. This 
helps health institutions and public bodies make public 
health interventions at scale. The classification 
algorithms i.e. Artificial Neural Networks, Naïve 
Bayes and Decision Tree are used for building 

prediction systems in identifying the risk of heart 
stroke considering all risk factors. [7] The Clustering 
algorithm i.e. K-means is used to organize the large
dataset of heart disease patient records which helps in 
enhancing the accuracies of the classifiers.  

2.  Naïve Bayes (NB): [5-6]Naïve Bayes is a 
conditional probability model. Given a problem 
instance to be classified, represented by a vector X = 
(X1… Xn). The vector I a set of infinite features 
(independent variables), which are assigned to the 
instance probabilities.

P (Ck| X1,…..,Xn)
For each of k possible outcomes or classes Ck. This is 
a problematic, if it has large set of features. Using 
Baye’s theorem, the conditional probability can be 
decomposed as: 
P (Ck|X) = P(Ck)P(X|Ck) / P(X)
Using Bayesian probability terminology, the above 
equation can be written as:

Posterior = (Likelihood) * {Prior) / 
(Evidence)
[13]By using joint model for repeated applications, 
under the independence assumptions, the conditional 
distribution over the class variable C is given by:
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Where the evidence P (Ai) is a scaling factor 
dependent only on A1,…., An, i.e. a constant if 
the values of the feature variables are known.

3.  Decision Tree (DT):A decision tree is a 
classification algorithm which is represented as 
upside down tree structure.[14-16] Decision tree 
contains Root Node: it represents the data sample 
and this further gets divided into two or more 
homogeneous sets. Decision Node: it is a node 
when sub-node splits into further sub-nodes by 
applying decision rule. Leaf Node: nodes that are 
not split further. Splitting process: it process of 

dividing a node into two or more sub-nodes. 
Decision rules: we need to select the best decision 
rules to split the current node from list of decision 
rules. Decision tree recursively splits data until we 
are left with pure leaf nodes.
[17-20]Information Gain, Gini Impurity and 
Entropy:  To obtain pure nodes, the Decision Tree 
should decide on optimal splits. An optimal split 
is that which has maximum value of Information 
Gain andminimum value ofGini Impurity.Entropy 
is measure of information contained in a state 
(measurement of disorder or measurement of 
impurity).

Where ‘Pi’ is simply the frequent probability of an 
element/class ‘i’ in our dataset.Information Gain 
of each split is calculated by subtracting entropy 
of parent node with each child node.

Information Gain = entropy (parent) – [average 
entropy (children)]

3. Artificial Neural Networks (ANN):An 
Artificial neural network model is a collection of 
connected network of neurons like those in human 
brain.[21-22]Each neuron does simple 
mathematical operations. It receives data from 
other neurons. Neurons are placed in layers; a 
neuron from one layer receives data from neuron 
of other layers, modifies it and sends data to 
neuron of other layers. A neural network is 
madeup of one or more layers. The first layer is 
called the input layer; it receives data from 
outside world (for example an image or text).The 
last layer is called output layer. [23]The data from 
neurons in output layer is read and used as the 
output of network. The layers between input and 
output layers are called hidden layers where the 

actual processing of the inputs is done and outputs 
are generated.

[24]The general model of artificial neural 
network, the net input can be calculated as 
follows −

yin=x1.w1+x2.w2+x3.w3…xm.wmyin=x1.w1+x
2.w2+x3.w3…xm.wm

i.e., Net input yin=∑mixi.wi

The output can be calculated by applying the 
activation function over the net input.

Y=F(yin)

5. K-means Clustering: K-Means Clustering is 
an Unsupervised Learning algorithm, which 
groups the unlabeled dataset into different 
clusters. It is an iterative algorithm that divides 
the unlabeled dataset into k different clusters in 
such a way that each dataset belong to only one 
group that has similar properties. It allows us to 
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cluster the data into different groups and a 
convenient way to discover the categories of 
groups in the unlabeled dataset on its own without 
the need for any training. It is a centroid-based 
algorithm, where each cluster is associated with a 
centroid. The main aim of this algorithm is to 
minimize the sum of distances between the 
datapoints and their corresponding clusters. The 

measure of distance is generally Euclidean in k-
means, which, given 2 points in the form of (x, y), 
can be represented as:

6. K-means initial centroid selection method -
Sequential Row Method    (SRM):Standard K-
means clustering algorithm randomly assigns 
centroids for the K clusters. Since the grouping of 
similar datapoints into clusters will be done based 
on the initial centroids, the randomly initialized 
centroids may not be optimal choice and may 
stuck and fail to meet the convergence point. So it 
is advised to initialize distinct and optimal 
centroids [22]. Hence, we have developed a new 
derivative of K-means initial centroid selection 
method, Sequential Row Method (SRM).In this 
method, records of given dataset are chosen 
sequentially as centroids of each cluster. The x 
and y coordinates of a centroid are the values of 
all attributes, considered from each sequentially 
chosen record.
In generating the initial k centroids using 
sequential row method the following equations 
are used:
I = 1, 2, 3… N. I take value sequentially

Ci = X (I),              

Cj = Y (I)
The initial centroid is C (Ci,Cj). N is the number 
of instances in the training dataset. X (I) and Y (I) 
are the values of the attributes X and Y 
receptively for the row I.
7.1   Proposed Methodology and Experimental 
Results
7.1.1 Integration of Sequential Row initial 
centroid selection Method of K-means clustering 
algorithm with Naive Bayes, Decision Tree and 
Artificial Neural Network Classification 
algorithms (SRM – Naïve Bayes), (SRM –
Decision Tree), (SRM – ANN):
Performance Analysis of SRM – Naive Bayes, 
Decision Tree and Artificial Neural Network
Confusion Martix also called error matrix, is a 
2x2 matrix, by evaluating the performance of a 
classification model.The matrix compares the 
actual target values with those predicted by the 
machine learning model. From Confusion Matrix, 
we calculated the erformance metrics.

Performance Metrics

Sensitivity TP/TP+FN 0.90

Specificity TN/TN+FP 0.31

Accuracy TP/TP+FN 0.82

Table 1: Performance Metrics of SRM-NB

Table 1 shows that, SRM-NB model is detecting 90% of patient’s positive condition and detecting 31% of 
patient’s negative condition. SRM-NB model makes 82% correct predictions about patient’s condition.
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Sensitivity TP/TP+FN 0.89

Specificity TN/TN+FP 0.76

Accuracy TP/TP+FN 0.88

Table2: Performance Metrics of SRM-DT

Table 2 shows that, SRM-DT model is detecting 89% of patient’s positive condition and detecting 76% of 
patient’s negative condition. SRM-DT model makes 88% correct predictions about patient’s condition.

Sensitivity TP/TP+FN 1

Specificity TN/TN+FP 0.88

Accuracy TP/TP+FN 0.92

Table 3: Performance Metrics of SRM-ANN

Table 3 shows that, SRM-ANN model is detecting 100% of patient’s positive condition and detecting 88% of 
patient’s negative condition. SRM-ANN model makes 92% correct predictions about patient’s condition.

ROC curve and AUC score is a performance 
measurement for the classification problems and 
tells how much the model is capable of 

distinguishing between classes.Higher the AUC, 
the better the model is at distinguishing between 
patients with the disease and no disease.

Table4: ROC curve SRM-NBTable5: ROC curve SRM-DTTable6: ROC curve SRM-ANN

Table 4 shows, SRM-NB model is capable of distinguishing the two classes with AUC score of 0.79
Table 5 shows, SRM-DT model is capable of distinguishing the two classes with AUC score of 0.73
Table 6 shows, SRM-DT model is capable of distinguishing the two classes with AUC score of 1.00

8. Comparison Analysis: The comparison results of sensitivity, specificity, 
and accuracy in the diagnosis of heart Stroke 
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using k-means clustering and three classifiers 
Naïve Bayes, Decision Tree and Artificial Neural 
network when integrated with Sequential Row 

initial centroids selection method are shown in 
Table 7.

SRM – NB SRM – DT SRM – ANN

Sensitivity 0.90 0.89 1

Specificity 0.31 0.76 0.86

Accuracy 0.82 0.88 0.92

AUC score 0.79 0.73 1

Table 7: Comparison table of performance metrics of SRM integrated with NB, DT, ANN

Above comparison Table 7 shows that the model 
using Sequential Row Method when integrated 
with Artificial Neural Network has the ability to 
detect the high risk of heart stroke among patients 
accurately as its sensitivity score is 1 i.e. it is 
predicting the positive condition correctly. Also it 
has a better ability to detect the low risk of heart 
Stroke condition among the patients as it has 
specificity score of 0.86 which is the highest of 
the three models. The best accuracy achieved is 

by the model using Sequential Row Method 
integrated with Artificial Neural Network,
showing accuracy of 92% as shown in Table 7. 
For choosing the best performing model, we 
obtain ROC curves and AUC scores of three 
models. With AUC score of 1, SRM-ANN is 
considered as the best performing model in early 
prediction of heart stroke of patients. 

Table 8: Overall comparison of performance metrics of models using SRM integrated with NB, DT, ANN

0

0.2

0.4

0.6

0.8

1

1.2

SRM-NB SRM-DT SRM-ANN

sensitivity

Specificity

accuracy



628 Journal of Positive School Psychology

© 2021 JPPW. All rights reserved

When comparing integrating k-means clustering 
with Naïve Bayes, Decision Tree and Artificial 
Neural Network applied on the dataset, 
integrating k-means clustering using Sequential 
Row Method with Artificial Neural Network 
enhance the accuracy of Artificial Neural 
Network in diagnosing risk of heart stroke in 
patients as shown in overall comparison table 8. 

9. Conclusion: In this paper, we are developing a 
smart prediction model for prognosis of risk of 
heart stroke of patients in heat stroke indicators 
dataset. We have used K-means clustering and 
Naïve Bayes, Decision Tree and Artificial neural 
network classifiers for building the prediction 
system. Since initial centroids have strong affect 
on the resulting clusters, we have investigated by 

integrating K-means initial centroid selction 
method, Sequential Row Method with three 
classifiers. Integrating initial centroid selection 
method enhances the accuracy of classifier. We 
developed three modls and compared them using 
performance metrics obtained by plotting 
confusion matrix of each model. As final 
assessment of performance evolution, we 
considered ROC curves and AUC score of the 
models. Since SRM-ANN model has sensitivity 
score as 1 and specificity score as 0.86 which is 
the highest of the three models and prove the 
model has the ability to classify patients into 
classes accurately. With accuracy 92% and AUC 
score of 1, SRM-ANN is a smart predicting 
system, developed for early intervention of heart 
stroke of patients.
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