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Abstract:-

Over the year, our society has been trying to implement such kind of computer which is intelligent, efficient, and perfect.
Computer intelligence is based upon previous data analysis. Class imbalance is one of the significant difficulties in the
machine learning field, which degrade the performance of analysis and decision-making ability. In this paper we propose
FR-SMOTE to mitigate the class imbalance problem. It aids in the improvement of learning performance in the context
of an imbalanced learning environment. Our result analysis shows a significant improvement over the existing state-of-
art, where we can see the achievement of 86% true positive rate over the imbalanced classes in machine learning
algorithm. In this paper we apply several machine learning algorithm like SVM, KNN, Random Forest in highly
unbalanced data(WOS), after applying RUS, OS-SMOTE and implemented FR-SMOTE in the base of accuracy,

Precision, Recall and F1 Score.

Index Terms:- Class Imbalance, Random over sampling, Random Under sampling Technique, Synthetic Minority
Oversampling Technique, Support Vector Machine, K-Nearest Neighbor.

I. INTRODUCTION

In the recent development of machine learning and
data science methodology, they are working with a
different type of dataset. Typically, data is an
essential part of data science and machine learning.
Now raw data that comes from observing any other
source, not in proper format or data is highly
imbalanced. In recent decades class imbalance
problems are a significant amount of interest from
the industry. The main reason behind this is that
whatever algorithm we apply to highly imbalanced
data will not give substantial accuracy. In this
paper, we describe the different types of class
imbalance problems and how to mitigate this. The
class imbalance problem has been recognized in
many  application domains  such as
telecommunication ~ customer  management,
medical diagnosis, text classification, and credit
card fraud detection. There has been a lot of
research on the class imbalance problem paper [1],
[2] which review different type of sampling
method for imbalanced learning like under-
sampling and random oversampling. Sampling
techniques are used for handling the class

imbalance problem; a few of are Synthetic
sampling, adaptive synthetic sampling, sampling
with data cleaning technique, cluster-based
sampling method, and cost sensitive method.
Different types of training data resampling
techniques like Gaussian process model, synthetic
binary classification dataset, uterine contraction
datasets [3], fuzzy rule-based system [4]. There are
different scores to identify accuracy like classifier
performance matrix, F-measure, Geometric mean,
ROC Curve, logarithmic Score, Brier inaccuracy
Kolmogorov- Smirnov statistic [5]. Feature
selection is one of the parts of machine learning,
and data mining techniques [6]. In the class
imbalance problem, different types of algorithms
are present to handle the dataset. Balanced
distribution can be achieved either using under
sampling for the majority class or oversampling for
the minority class [7].
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Table 1: Comparison Of Different Types Of
Learning Algorithms
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The above table defines the different types of
learning algorithms and how they work with

varying data sets. There are a few types of machine
learning Algorithm that one determine with
various kind of data set.

A. Imbalanced Learning

Imbalance data sets corrupt the presentation of data
mining and machine learning strategies as the
general accuracy and decision making be one-
sided to the greater part class, which prompts
misclassifying the minority class tests or besides
regarding them as commotion. We choose RUS,
ROS and SMOTE for imbalanced problem and
apply boosting algorithm to get cost sensitivity.
There are few technique to reduce the imbalance
problem, SMOTE is one of them that create
synthetic node for the minority class.

1) Random Oversampling Technique (ROS):
Oversampling looks to increase the quantity of
minority class individuals in the training set.
Random oversampling is a simple approach to
cope with re-sampling in which individuals from
the minority class are chosen at random. These
individuals are then replicated and assigned to the
dedicated training set. [8] Sample data set DB is
formed in several samples randomly selected from
the minority class Xmin, by copying and then
deleting the selected sample Xmin. A new minority
class is derived from the raw dataset Xnew = Xmin +
DB.

2) Random Under sampling Technique
(RUS):
Undersampling is a cycle that looks to lessen the
quantity of majority class individuals in the
training set. Randomly oversampling is a famous
method for resampling. The majority class
documents are randomly eliminated in the training
set until the minority, and majority class ratio is at
the desired level. [8] In some samples randomly
picked from the majority class Xmax, Sample data
set DB is generated by copying the selected sample
and then deleting it to Xmax. The raw dataset is
deleted to establish a fresh minority class X new=
X max-DB.

3) Smote:

The Synthetic minority Oversampling Technique
[2], [9] working for class imbalance datasets.
SMOTE is quite possibly the most famous
methodology for producing Synthetic examples
[10]. SMOTE is an over-inspecting approach in
which the minority class is over-tested by making
synthetic models instead of over-examining with
substitution.
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4) Smoteenn:

Synthetic minority Oversampling Technique with
Edited Nearest Neighbour method [11], [12]. ENN
is a method for cleaning; it eliminates noisy
instances from both majority and minority classes.
Applying SMOTE create new node in the minority
class, and try to solve imbalance problem.

5) Deep Smote:

The combination of deep learning and SMOTE is
one of the effective ways to mitigate class
imbalanced problem. Fusing Deep Learning [9],
[12] is one of the techniques that provide high
accuracy in less number of dataset.

B. Motivation

Real world data are not always properly ready for
analysis. Anlysis highly imbalanced data are lot
more challenges compared to balanced dataset. In
data anlysis lots of algorithm are there but they
trained by the dataset, if this data set are highly
imbalanced then algorithm will unable to get
proper training, so output will not come upto the
benchmark. Most algorithms aim to eliminate class
imbalance form the dataset. They demonstrate that
the algorithms are quite accurate, when the same
technique is applied to different datasets, the
accuracy falls short. As a result, algorithms are
effective for a limited number of datasets. To
minimize the class imbalance problem, solution
that is easily adaptable to various types of datasets
IS necessary.

Table II: Literature Survey On Class Imbalance
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The above table describes different type of
comparison analysis of class imbalance problem.

C. Contribution
In this paper, we proposed an FR-SMOTE for class
imbalance datasets. We use Accuracy, Precision,
Recall, F1 Score to analysis the performance in
imbalanced data. here three kind of datasets used
one is greater than 50000 dataset, second one for
more than 10000 datasets and the third one less
than 5000 datasets. Moreover, data sets are used by
Logistics Tomek Links, Random forest Tomek
links, Ada boost Tomek link, KNN Tomek link, D-
Tree Tomek link, SVM Tomek link, Naive Bias
Tomek link, Xgboost Tomek, Light GBM . We
also show a prototype for FR-SMOTE, while
taking three different kind of primary datasets, and
compare with the other algorithm to reduce the
imbalance problem. The key contributions of this
paper are as follows:

. We propose an FR-SMOTE algorithm 1.

. We implement the FR-SMOTE algorithm in
three individual datasets one greater than 50
thousand second greater than 10 thousands and
last one less than 5 thousand.

. The performance results of the proposed
algorithms checks with F1 Score, R1 Score,
AUC, etc. and compared to the existing works.

D. Organization

The rest of the paper is organized into four
sections. Section Il describes the related works.
The proposed algorithm is presented and analysed
in Section Ill. Results and discussions are
described in section IV, and in Section V we
conclude this paper.
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Il. Related Works:

The industry and academics have collaborated
flawlessly to create significant advancements in
the field of class imbalance technique. The
majority of algorithm are working to reduce class
imbalance from the datasets. There are different
datasets they are working with. They show the
accuracy of those algorithms is high. If the same
algorithm uses other datasets then the accuracy is
not up to the mark. So algorithms are successfully
working for some specific datasets. Table 1
describes different kind of machine learning
algorithm which are depends upon the different
kind of training and testing method. So we can
easily identify that if the training data are highly
imbalanced, some of the rare case event are
neglected for the prediction though this are the play
a important role for the prediction.

A. Class Imbalance

An important part of data imbalance is vision
classification, [13] traditional re-sampling and
cost-sensitive learning schemes. The protocol used
Deep embedding of Class-level clusters and class-
level constraints. Firstly, it identifies the majority
and minority class of training data, then the
similarity between both classes using Triplet
embedding and Quintuplet embedding. Assigning
class costs and resampling classes in batches using
the Network architecture. It Generates quintuplets
from cluster class membership. For Feature
learning, using Cluster-wise KNN search large
margin of imbalance can resistant. Another author
discusses the unbalanced learning problem is a
difficult and crucial subject in the realm of
knowledge discovery and data engineering. The
data set is always preferred the balanced
distribution of data, Equal costs of
misclassification [1]. In real-world datasets, they
are highly imbalanced and are a much more
complex data set. In many cases, data are high
dimensionality and small sample sizes like face
recognition and gene expression. The issue of
small sample size embedded absolute rarity and
within-class Imbalance and the failure of
generalizing  inductive rules by learning
algorithms. It is more challenging to form
reasonable classification decision boundaries over
more features but fewer samples, so it’s overfitting
the risk. There are few imbalances in learning like
sampling, kernel, active learning methods cost-
sensitive methods.

B. Smote
Synthetic minority oversampling technique is a
process to handle class imbalance problem [2], [9],

[12], [20], [21] SMOTE is one of the popular
technique used in classification problem of
Imbalanced dataset. SMOTE is consider one of the
most secure technique and reliable under the
different circumstances. The main aim of the
SMOTE is to increase the prediction accuracy. In
the minority class there are very Less amount of
data are there, now the above algorithm
synthetically create data, so that minority class
have enough data to get accurate result.

C. Borderline Smote

Hybrid Clustered Affinitive Borderline SMOTE
(HCABSMOTE) is a Minority class cases there are
borderline SMOTE will need further training. It
first identifies borderline minority cases, which are
then used to generate synthetic examples with their
chosen k nearest neighbours. Borderline SMOTE
is used as an oversampling strategy in conjunction
with a deep learning model comprised of two
autoencoders and a SoftMax layer [22], [23].

D. Smote-Nc

SMOTE-NC is an model for generating synthetic
data in order to oversample a minority target class
in an unbalanced dataset [24]. The parameters that
may be connect include k-neighbours, which
determines how many nearest neighbours to use to
build the new sample, and sampling strategy,
which specifies how many new samples to
generate.

E. Borderline Smote Svm

This method express Bagging of Extrapolation
Borderline SMOTE SVM  [25]. Using
interpolation to generate some synthetic samples
for the minority has been shown to be useful for
reducing the level of imbalance and improving
performance. It appears that samples near the
decision boundary outnumber those further away.
The ensemble method address the Bagging of
Extrapolation Borderline-SMOTE SVM

F. Smote Boost

The Synthetic Minority Oversampling Technique
(SMOTE) and the traditional boosting process are
combined in this approach. All misclassified
instances are given equal weights in the usual
boosting approach. The boosting method
(Adaboost) handles both types of mistakes (FP and
FN) similarly, sampling distributions in
subsequent boosting rounds may contain a greater
proportion of majority class instances [26].

G. Fw-Smote
It is an abbreviation for Feature Weighted-
SMOTE. To the best of our knowledge, It is the
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sampling approach repetitive for incorporating a
scheme weighted in nature. It also follows OWA
operators. The weighted resampling approach
FWSMOTE and its expansion as a technique of
feature selection. FW-SMOTE is not intended to
be a feature selection approach for classification
tasks [27].

H. C-Smote

It is intended to equalize an imbalanced data
stream and may be used with almost any SML-
model. C-SMOTE is an abbreviation for
Continuous-Smote, ensuring that the updated
Smote version is constantly used. It introduces a
compromise between improving minority and
majority class metrics. It also stores some data in a
window and initiates a rebalancing process [28].

l.Importance-Smote

Using this technique, only borderline and edge
samples are oversampled from the minority class.
Synthetic minority samples are created based on
the composition and distribution of their nearest
neighbours, which determines their relevance [29].

J. Smote-Rknn

This algorithm based upon SMOTE and reverse k-
nearest neighbours combinedly. It identifies noise
based on its density information, which is gathered
globally. To begin, the SMOTE technique is
applied to the original training set in order to
establish a balanced training set. The number of
reverse k-nearest neighbours for every training
sample is then counted within each class.
Following that, the estimated probability density of
each occurrence is determined using RKNN
findings. In addition, a normalised approach is
used to proportionately modify the approximation
probability densities such that they are comparable
across classes [30].

K. Sshm

Smote-stacked hybrid model [31] SSHM
technique, which combined SMOTE and Stacking,
was used. This model give the high accuracy in
different parameter in different dataset.

L. Smote-Lmknn

A synthetic minority oversampling technique
based on local means-based k-nearest neighbour
[32], The local mean based KNN (LMKNN) is
originally developed in SMOTELMKNN to
explain the local feature of unbalanced data.
Second, to eliminate noise and dangerous
borderline samples, a novel LMKNN-based noise
filter is presented. Third, to generate synthetic

minority class samples, an interpolation between a
base sample and its LMKNN is proposed.

M. Adaptive Synthetic Sampling

The Adaptive Synthetic sampling (ADASYN)
[33]-[35] data augmentation algorithm used to
eliminate the interference of the unbalanced
sample distribution on model training. By
balancing the sample distribution, this strategy can
successfully avoid the model being sensitive to
large samples and disregarding small samples.

l1l. Proposed Algorithm

The data are pre-processed by data cleaning unit
(DCU) and data integration unit (DIU). Following
that, the FR-SMOTE approach was used to the
supplied dataset to address the class imbalance
problem. Then different kind of machine learning
and boosting algorithm are applied to the given
dataset and their result are evaluated. Our proposed
Frequent  Relational  Synthetic ~ Minority
Oversampling Technique (FRSMOTE) is a
method that creates a synthetic node in the
minority class based on the cluster head.

Inputs: Set of location (L) , set of experimental data
(5], sub set of dataset | %1}, n= Total number
of data, Th= Threshold, ds.5 = distance
between two nodes, FR-Distance= dr

Output: T = Synthetic Node,C

¢ Algorithm algol)
Search new smthetic node T
Search new cluster head Oy

[ if (node— aszsignment (T:) J== True then
call FR-SMOTE
] whilef— 1 to n do
) whilej— 1 to n do
if fint )¥{dis, 5 1 4d e ] == N then
Set nodes s N within Th;
(] while W == mid do

retum T o5 new smthefic node
if T == Cluster Head then

i’
E returnl H
i el
E | noclusterHead
2 end
X end
ol end
o] end
1 end
F. end

Fig.1: Algorithm 1: New node assignment and
cluster head creation using FR-SMOTE

= Cluster Head
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Data
Imbalance?

[ Cluster Head Exist ]

Fig. 2: Flowchart of proposed FR-SMOTE.

The Fig.2 describes the if two-node of the minority
class distance is greater than FR-distance value,
then depending upon threshold value, it creates
multiple synthetic nodes. If the synthetic node is
the cluster head then it from cluster head it defines
the next node in the minority class. Finally, all the
synthetic node stores are stored in the minority
class and solve the minority problem of the
datasets.

A.Dataset

Table I11: Sample Dataset For Analysis

Positmve | Megatsra Total
Surgical 3600 10%45 14536
Despnet
Hotal 17 119373 115300
Bocking
Cradit as1 259 1230
Fa=k

The dataset has been taken from Kaggle that
consists of three completely different kind of
Imbalanced dataset. At the very fast we find the
accuracy, precision, Recall, F1 score of those three
unbalanced datasets. Then in the same dataset
apply under sampling, over sampling, Random
over sampling, SMOTE individually and get
accuracy precision, Recall, F1 score using different
type of boosting algorithm of previous three
dataset.  Finally apply with FR-SMOTE
individually with the same and compare with them.

The three dataset are in different size Surgical
Deepnet is belonging more than 10000, Hotel
Booking is belonging more than 50000, and Credit
Risk is belonging less than 5000. L;;represent the
set of data location, where Lij=log, l1.1, |2,2,...,l;jand

set of experimental data is represented as Sy, where
Sn= 81, S2, S3,...,Sn Where 50000 > n > 0. The set of
subset dataset is S, where Ski=s1k, s2k, s3K,...,sik.

B.Parameter

For the result analysis we are use different kind of
parameter like:

Precision/Specificity: The number of selected
instances that are relevant. TP/(TP+FP)

Recall/Sensitivity: The number of relevant
instances that are selected. TP/(TP+FN)

F1 score: Measure of precision and recall with a
harmonic mean.

MCC: The coefficient of linkage between observed
and expected binary classifications.

AUC: There is a correlation between true-positives
and false-positives. AUC=(TP+TN)/(TP TN FP
FN)

There we use different kind of boosting algorithm
like

1) Adaboost:

AdaBoost, also known as Adaptive Boosting, is an
Ensemble Method Machine Learning approach.
One-level decision trees, also known as decision
trees with one split, are the most common
AdaBoost approach. These trees are often referred
to as Decision Stumps.

2) Catboost:

It is working for gradient boosting on decision
trees. It works in two sections one is Category, and
another one is Boosting. It is a data boosting
technique that can deal with category variables.
Most machine learning algorithms cannot deal
with input that contains different categories.
Internally, CatBoost is capable of handling
categorical variables in datasets. Various statistics
on feature combinations are used to transform
these variables into numerical values [36].

3) Xgboost:

It works with Gradient boosting in supervised
learning. It gives better performance than
CATBOOST. A Gradient Boosting Machine
(GBM) merges the predictions from numerous
decision trees to provide the final predictions. [37].
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4) Light Gbm:

Instead of growing in levels, Light GBM grows
leaves by leaves. When a leaf node is divided, only
the one with the highest delta loss is divided again.
Light GBM can easily manage large volumes of
data. However, keep in mind that this algorithm
struggles with a limited amount of data points. The
trees in LightGBM grow leaf by leaf rather than
level by level. Following the initial split, the
following separation is performed exclusively on
the leaf node with the highest delta loss. It is one
of the boosting frameworks based on a decision
tree algorithm [38].

5) Random Forest:

It works with the high dimensional dataset that
creates faster learning than other in the case of
feature selection. Random forest is a form of
Supervised Machine Learning Algorithm used to
solve regression and classification issues. It uses
the majority vote for classification and the average
for regression to create decision trees from many
samples [39].

6) Logistic Regression:

It is a statistical analysis method that works With
mainly binary datasets. The classification
approach of logistic regression employs supervised
learning to predict the likelihood of an input
variables. There are only two possible classes since
the goal or dependent variable is binary in nature
[40].

C. System Model

The proposed system works with Intel i5 11"
generation computer with the 8GB RAM. and the
complete experiment done with Python Jupiter
notebook.

Iv. Results And Discussion

Here we apply some well-known machine learning
algorithms such as XGBOOST, SVM, Random-
forest, KNN, and GBM with different datasets.
These datasets are taken from Kaggle, and Python
COLAB does the execution.
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Fig. 5: Comparison analysis over 50000 dataset

Here we use Without sampling(WQOS), Random
Undersampling(RUS), Oversampling Synthetic
Minority Over Sampling Technique(OS-SMOTE),
and our implemented Frequent Relational Synthetic
Minority Over Sampling Technique(FRSMOTE).
Finally, it compares the accuracy, precision, recall,
and F1 score. We, respectively, run our proposed
class imbalance algorithm over 5000 Fig.2, 10000
Fig.3, and 50000 Fig.4 dataset Il with existing
well-known machine learning algorithm like SVM-
Support Vector Machine, Random Forest, KNN- k-
nearest neighbors, XGBOOST- Extreme Gradient

Boosting, Light GBM- Light Gradient Boosting
Machine.

Fig.3,4,5 describes four different evaluation
method such as accuracy, Precision, Recall, F1-
score executed in over four individual class
imbalancing technique i.e. without sampling
(WQOS), Random Under sampling (RUS), Synthetic
Minority Over-sampling Technigue (SMOTE), and
Frequent Relational Synthetic Minority Over-
sampling Technique (FR- SMOTE). Where our
proposed class imbalancing algorithm FR-SMOTE
achieve average true positive rate of more than
85%.

In Fig. 2(a) 3(a) 4(a) SVM algorithm in the 5000
datasets, 10000 datasets, 50000 datasets
respectively. Initially it uses without sampling data
and find accuracy, Recall, Precision, F1 score.
Then using same data set use different class
imbalance algorithm like Random under sampling,
Oversampling SMOTE(OS-SMOTE), and our
proposed Frequent Relational Synthetic over
sampling Technique (FR-SMOTE) and compare
with accuracy, Recall, Precision, F1 score. Finally
found FRSMOTE give better performance.

In Fig. 2(b) 3(b) 4(b) Random Forest algorithm in
the 5000 datasets, 10000 datasets, 50000 datasets
respectively. Initially it uses without sampling data
and find accuracy, Recall, Precision, F1 score.
Then using same data set use different class
imbalance algorithm like Random under sampling,
Oversampling SMOTE(OS-SMOTE), and our
proposed Frequent Relational Synthetic over
sampling Technigue (FR-SMOTE) and compare
with accuracy, Recall, Precision, F1 score. Finally
found FRSMOTE give better performance.

In Fig. 2(c) 3(c) 4(c) KNN algorithm in the 5000
datasets, 10000 datasets, 50000 datasets
respectively. Initially it uses without sampling data
and find accuracy, Recall, Precision, F1 score.
Then using same data set use different class
imbalance algorithm like Random under sampling,
Oversampling SMOTE(OS-SMOTE), and our
proposed Frequent Relational Synthetic over
sampling Technique (FR-SMOTE) and compare
with accuracy, Recall, Precision, F1 score. Finally
found FRSMOTE give better performance.

In Fig. 2(D) 3(d) 4(d) XGBOOST algorithm in the
5000 datasets, 10000 datasets, 50000 datasets
respectively. Initially it uses without sampling data
and find accuracy, Recall, Precision, F1 score.
Then using same data set use different class
imbalance algorithm like Random under sampling,
Oversampling SMOTE(OS-SMOTE), and our
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proposed Frequent Relational Synthetic over
sampling Technique (FR-SMOTE) and compare
with accuracy, Recall, Precision, F1 score. Finally
found FRSMOTE give better performance.

In Fig. 2(e) 3(e) 4(e) GBM algorithm in the 5000
datasets, 10000 datasets, 50000 datasets
respectively. Initially it uses without sampling data
and find accuracy, Recall, Precision, F1 score.
Then using same data set use different class
imbalance algorithm like Random under sampling,
Oversampling SMOTE(OS-SMOTE), and our
proposed Frequent Relational Synthetic over
sampling Technique (FR-SMOTE) and compare
with accuracy, Recall, Precision, F1 score. Finally
found FRSMOTE give better performance.

V. Conclusion

This paper presented the FR-SMOTE algorithm for
the class imbalance problem to find practical
training in oversampling solutions using the
synthetic method on imbalanced data distributions.
It may be viewed as a data-level approach to class
imbalance because it generates synthetic nodes that
may be used to equalize the training dataset to
balance any unbalanced dataset. In this context,
FR-SMOTE met two critical features of a
successful class imbalanced handling algorithm:
the creation of synthetic node balances the
minority class and generate high accuracy without
boosting and bagging. In ensemble learning if we
implement this algorithms, it can give the better
result than the only FR-SMOTE.

Our next attempt will be to improve FR-SMOTE’s
basis of instance level challenges, allowing it to
better handle problematic regions of the future
data. [41]
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