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Abstract:  

For specific image super-resolution process, HR images are considered by discerning natural image 

priors and self-similarity enclosed by image and for video super resolution. On the contrary, spatial 

information through positions and temporal information through frames could be deployed to develop 

specifics for LR frame. So far numerous research works has been carried out in this region of research 

and this present research aims to develop an actual hybrid RNN-ACO algorithm for augmenting the 

video super resolution. To inspect the performance metrics, the research work is carried out in PYTHON 

tool which displays the accuracy of suggested approach. Deployment of hybrid RNN-ACO model to 

expand the video super resolution framework will be implemented and the corresponding assessment 

factors will be analyzed and equated for individual RNN and ACO and collective RNN-ACO model.  
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I. Introduction 

Recovery process of high resolution video from 

its version of low resolution equivalent has 

gained significant importance and it is stated as 

super resolution (SR) and applicable in wide 

areas such as medical imaging, face recognition 

and satellite imaging. Here, the LR content or 

files appear in a range of low pass filtered or 

blurred sate, down sampled and noisy form of 

the HR data [1]. This kind of undetermined SR 

issue is especially pronounced for high up-

scaling factors in which the texture detail in the 

restructured SR data are found to be absent.  

The optimization factor is predominant which 

aims at reducing the “mean square error (MSE)” 

amongst recovered data and the ground truth [2]. 

In vast majority of the applications, it is quite 

essential to describe a particular scene model of 

a high spatial resolution video from an arbitrary 

input video data. The comparison of a super 

resolution output to a real world video input 

makes the difference. Resolution of any image 

from a video is merely influenced by the 

acquisition device and so, by increasing the 

resolution aspect of the acquisition device 

sensor is unique way to correspondingly 

increase the resolution of developed image. This 

method could not be desirable every time 

because it results in increased price of the device 

sensor and however the noise content rises while 

minimizing the size of the pixel.  

In other way, one could exploit the fact that even 

with a LR video camera which runs at “30 

frames” per second, one could observe 

predictions of the equivalent image structure 

around “30 times” a second [3]. In all these 

types, the major degradation factor observed 

was down sampling and compression. 

Alternatively, “multi-image SR” has been 

deployed to expand the video for extended 

period of time. These approaches basically 

considers an aforementioned distribution of the 

quantization noise and then integrates the 

knowledge into “Bayesian SR framework” 

model or uses the quantization limits to ascertain 
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convex sets which could oblige the SR problem 

[13].  

In real scenario, the compression artifacts 

triggered due to the quantization noise are found 

to be largely reliant on the video content and 

hectic to be exhibited by means of an open 

distribution. Performance metrics of the 

“Bayesian SR” strongly depend on the accuracy 

of the frame registration and motion assessment 

and these techniques were not found to be 

capable of restructuring the high frequency 

details of the active videos which contains fast 

and intricate object motions [4]. While the huge 

motion between the subsequent frames occurs, it 

becomes a challenging task to locate 

simultaneous image areas, elusive sub-pixel 

motion obstinately supports the restoration of 

details [11] [12]  

In [10], a “convolutional neural network” is 

suggested which is capable to cope up with the 

variations in illumination, cloud coverage and 

the landscape features which the general means 

of challenges presented by fact that dissimilar 

images are taken over succeeding satellite 

passages over the identical region of space [9] 

[10]. This research work focuses on 

optimization of video super resolution by means 

of predictive analytics with machine learning 

models.          

II. Literature Review 

Two video SR methods tailored for two-stream 

action recognition were proposed for spatial and 

temporal streams correspondingly [14] [15]. An 

effective means of recurrent latent space 

propagation system is proposed in [16] for fast 

VSR and the RLSP presents high dimensional 

underlying conditions to proliferate the temporal 

means of data among frames in an implied 

approach. Attained outcomes describe that 

RLSP is an extremely effectual technique which 

could compact with VSR issue. A Generative 

Adversarial Network (GAN) based information 

is recommended in [17] for VSR problem, 

termed as VSRResNet along with a novel 

discriminator architecture to suitable guide 

VSRResNet during the GAN training. In [18], a 

simple and robust super resolution based 

framework is suggested. A novel methodology 

is proposed [19] for incorporating the temporal 

way of data in a classified manner where the 

input sequence is subdivided into various 

groups, every one relating to a base of frame 

rate. A deep survey analysis is executed in [20] 

on recent improvements of image super 

resolution with the support of deep learning 

approaches. Current “deep learning” centered 

“video SP” approaches compensates inter frame 

motion by means of added frames to the 

reference one, with support of backward 

warping. Proper fusion of the image detail from 

several frames is the vital key to the success of 

video SR besides motion compensation. Former 

“CNN” based “video SR systems” could 

generate sharp edge images where it is not clear 

that the image details are those intrinsic in input 

frames or it is learned from the exterior source 

of data. Moreover, a practical means of property 

of “SR” systems is the “scalability factor” as in 

earlier works, the network structure is found to 

be coupled in a close manner with the SR 

parameters which makes them less flexible 

when the new “SR” factors need to be pragmatic 

[5]. The recent success rate of CNN is attained 

based on a deep neural networks emerged with 

the promising performance metrics. Training of 

the CNNs could be accomplished in an efficient 

manner by parallelization using GPU-

accelerated computing. In classification and 

retrieval, the CNNs have been productively 

trained on video data, but the training phase is 

tedious task as the video quality provisions for 

the training database are found to be high since 

the CNN output is the actual video rather than a 

label. Appropriate videos for SR tasks are 

uncompressed, feature rich and it should be 

separated by means of scenes or shots and by 

pre-training the CNN with images, the creation 

of a huge video database could be avoided [6].  

At the instant of adopting a method from the 

images to videos, it is generally advantageous to 

deploy the basic knowledge that the frames of 

the same scene of a video could be approximated 
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by a mere image and a motion configuration. 

Hence, predicting and compensating the motion 

features is the most powerful mechanism to 

further constrain the issue and expose temporal 

based correspondences [7]. In [8], a novel 

method of “video super resolution”, termed as 

“Recurrent Back-Projection Network (RBPN)” 

is suggested in which the spatial and temporal 

backgrounds from continuous video frames 

were integrated by means of a “recurrent 

encoder-decoder module”.       

III. Proposed  Methodology 

In this research, the video super resolution is 

carried out by hybrid RNN-ACO model which 

would support video enhancement by collecting 

all relevant information from the video patches. 

For example, when a video is captured in a 

camera and normal mobile phone, the resolution 

of camera video would be clearer when 

compared to other one. This hybrid model 

(RNN-ACO) helps to retrieve all possible 

information from the actual video. The steps 

included in this research are given as follows: 

Step 1: Initially, the video is converted to image 

format. 

Step 2: Patch extraction phase is carried out and 

here, every patch is detached from pixels value 

and they are organized depending on its energy 

and high level of energy retained by 

thresholding. Then the patches are restructured 

in column to from pattern.  

Step 3: Once patch extraction is done, the 

analysis takes place by means of mapping. Here, 

the linear and non-linear state is identified. 

Vectors are formed to identify non-linear state. 

Step 4: Then reconstruction occurs. During 

reconstruction, all relevant information may not 

be present. Some of the essential features may 

be lost and so, hybrid RNN-ACO model is 

deployed. 

Step 5: Recurrent Neural Networks-Ant Colony 

Optimization 

For any continuous means of system, genetic 

way of regulation model could be symbolized 

with the support of recurrent neural network 

based formulation, 
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  Where, 

ei is gene expression level for ith gene, f() is a 

nonlinear function  

This model could moreover be categorized in a 

discrete form: 
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Figure 1. Portrayal of genetic network over RNN 
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Figure 2. Single node in RNN model 
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Figure 1 represents RNN, which is extended in 

time from t=0 to T with an interval Δt, for 

forming a genetic network. At this point, every 

node resembles to a gene, and a link amongst 2 

nodes describes their interface. The weight 

values could be either positive, negative, or zero, 

as stated directly above. Figure 2 demonstrates a 

node in the recurrent neural network, which 

apprehends equation 2. 

It is normally challenging to accomplish depths 

of external variables, so it is a communal 

practice to ignore vik uk (t). Though this 

interpretation inexorably disturbs the accuracy 

of models, studies based on it still offer several 

stimulating intuitions into gene networks, as 

established. From the subsequent section, it 

could be seen that presence of these exogenous 

inputs does not affect derivation of learning 

system. For computational easiness, it is 

moreover presumed that decay rate parameter λ 

is 1. The final model processed in research is 

signified as 

1

( ) ( ( ) ) 1 ( )
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t t
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 =
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(3) 

Even though the model has formerly been stated, 

the exertion of RNN training confines its 

additional application for gene network 

implication. Here, this research intends to 

combine ant colony optimization to use a diverse 

training approach, and to define indefinite 

network considerations. 

 

In this methodology, the sub-pixel optimization 

is achieved by ACOR process.  

As a distinctive creation of combinatorial 

problems, continuous optimization is 

determined by a search-space S considered to 

control above a set of decision variables and an 

objective function f: S R R0 1 to be reduced. S 

is a set of continuous variables Xi, i 5 1,…. n, 

and it has the controlled or unrestrained 

variables, i.e., vi g D domain. A solution s* g S 

is the best pattern of continuous variables and it 

is measured as an inclusive optimal solution if 

and only if f(s*) d f(s) for all possible f(s) g S. 

The set of all inclusive optimal solutions is 

offered by S* # S, where at least one s* should 

be found to resolve the constant optimization 

problem.  

Two penalizer terms were used in cost-function: 

a data term and a sharpness measure.  

Consider a candidate solution comprising LR 

images transmuted by a matrix-matching, 

connected with a HR image I. The energy E of 

this solution is termed as: 

K 
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Where L is set of transformed LR observations, 

and m is cardinality of L. Above-mentioned 

equation is analogous to the overall design for 

super-resolution. As the LR set is obtained upon 

spatial displacements, certain diffraction 

patterns might vary conferring to the position of 

the light-source, shape and height of object-

plane, and holographic fringes might be 

marginally changed for all LR image.  

Step 6: Then, the vectors gets multiplied and 

new image is formed. Now, the newly formed 

image is compared with the actual image and the 

comparative resolution pattern is achieved. 

IV. Results 

This section describes the results attained from 

the proposed research method. When the video 

gets spread, the weight distribution of video 

changes during each iteration process. Based on 

the data available, the geometric analysis of the 

pattern is given in Figure 3. 

 

Figure 3: Geometric analysis 

As the resolution increases, the video super 

resolution gets improved to an extent. 

Resolutino pattern of the video is described in 

Figure 4. 

 

Figure 4: Resolution analysis 



3549  Journal of Positive School Psychology  

The comparative resolution pattern of actual 

video image ans the newly formed one is given 

in Figure 5 and 6. 

 

Figure 5: Actual image resolution table 

 

Figure 6: Newly formed image resolution table 

 

Figure 7: Enhancement of image dimensions 

Figure 7 denotes the enhancement of image 

dimensions and in Figure 8, the blue line 

represents the proposed approach with hybrid 

RNN-ACO output accuracy and yellow line 

denoted the conventional output without hybrid 

model. 
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Figure 8: Accuracy improvement in actual versus predicted 

Similarly, the resolution graph for proposed and 

actual image is given in Figure 9, which shows 

that proposed resolution is better (blue graph) 

than old one (yellow graph).  

 

 

Figure 9: Actual versus resolution enhancement 

Comparative table which shows the 

performance metrics of conventional methods 

and the hybrid approach. 

 

Table 1: Comparative table 

Parameter RF ACO RNN+ACO 

Precision 0.72 0.71 0.83 

Recall 0.81 0.92 0.87 

Fscore 0.76 0.80 0.849 
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Accuracy 0.72 0.68 0.83 

Resolution level 3rd level 6th level 8th level 

SSIM 0.5 0.62 0.73 

IFC 50% 65% 71% 

VII 62% 58% 69% 

FII 38% 27% 52% 

 

V. Conclusion 

This research focused on video super resolution 

by means of hybrid RNN-ACO model. Here, the 

quality of images and its reconstruction phase is 

enhanced without losing any relevant form of 

information by the hybrid approach. The 

research was carried out in python environment 

and efficacy of the model is analyzed with the 

means of performance evaluation metrics. The 

comparison table (Table 1) shows the efficiency 

of the proposed method. 
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