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ABSTRACT

This paper examines the role of trade, that is exports and imports, on economic growth, represented through
real GDP and provides policy recommendations. For this purpose, time-series data from 1959 to 2019 collected
in Ghana is used, where the export driven growth model is stressed on, and the structural adjustment policy is
considered a success. We have conducted two types of computations in order to better discern the data: three
separate univariate analyses and thereafter a VAR and VECM.

According to our analysis, the results from the univariate time-series indicate that the future values of GDP
could, to a limited degree, be predicted by their past values. However, the same cannot be concluded for exports
and imports that had badly fitting models, violating normality in the residuals requirements and suffering from
autocorrelation. A multivariate analysis was thus used to better understand the relationship between exports,
imports and real GDP. A VAR was utilised, subsequently leading to the application of the VECM due to there
being cointegration.

The results from multivariate analysis indicated that GDP was negatively dependent on its previous value when
the lagged values were jointly taken into consideration. Unlike the univariate analysis, the VAR model
observes normality, homoscedasticity and no serial autocorrelation. The cointegration test establishes a
relationship between Real GDP, exports and imports, with results being significant at 5% level. The test shows
that imports have a negative long-run impact on GDP and exports have a positive impact on GDP. The granger
causality test shows two things - first, we can predict the value of Real GDP based on the value of exports and
second, we can predict the value of imports based on the value of exports. Further, when we conduct VECM
analysis, we observe the speed of adjustment for Real GDP to be -28%, which indicates that our model will
recover from shocks pretty soon.

Thus, Ghana needs to take advantage of its natural resources and train its labour force to develop local
production capacity. Export diversification is crucial, and incorporating small enterprises that are drivers in
the economy can be used to reduce a reliance on imports.
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includes greater specialisation which improves

INTRODUCTION productivity gains and better utilisation of the
Economic growth, a continuous process, refers to economies of scale. Effective export strategies
the increase in the productive capacity of an allow for improved quality of goods and services,
economy, linked to rising levels of income and a adoption of newer technologies, and provide
flow of goods and services. A prominent view foreign exchange for integration into the world
advanced by economists was the causal factor that economy. (Asafu-Adjaye & Chakraborty, 1999)

international trade, especially export heavy trade,
could play as a stimulus for economic growth.
Export promotion was argued as superior to import
substitution strategies, especially in developing
economies. Export growth opens producers to
more competitive markets leading to better
productivity and efficient allocation of resources. It

Several studies have been conducted to provide
strong empirical support for this argument. While
some studies have attempted to show a correlation
between economic growth and exports; others have
considered exports as an additional input to capital
and labour in the production function. Time-series
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data analysis has also found a positive relationship
between exports and economic growth. This is
however context-specific and can change based on
the examination of different countries and existing
trade networks. A lot of research on this has
focused on large economies with data more easily
available. East Asian countries such as South
Korea and Taiwan are viewed as successes of the
rapid export-driven growth hypothesis, with
ramped up production in manufacturing and
consumer goods, with extensive diversification of
exports. Alternatively, studies have also observed
a negative impact of exports on economic growth,
associated with less developed economies. This
can be attributed to reliance on the export of
primary goods and the drainage of natural
resources, limiting the human capital potential in
the economy. (Dodaro, 1993; Njikam, 2003)

In the past few decades, there has been a greater
emphasis on exports as a driver for economic
development in African countries. The Sub-
Saharan African region faces geographical
disadvantages, infrastructural shortcomings, high
transport costs, and difficult-to-access market
intelligence, all of which contribute to weak
integration into global and regional value chains.
Long distances include a lack of transport
infrastructure and low road density, with
landlocked countries implying higher transport
costs and delays in processing time. The region has
faced a low density of economic activity in an area,
where highly skilled workers migrate to other
continents. Institutional framework, political will,
and capacity building are necessary for trade
facilitation. (Seck, 2016)

Ghana is a developing country in Africa, with an
open economy, a relatively small market,
dependent on external trade for its economic
growth. Similar to most countries across the world,
Ghana underwent extensive trade liberalisation in
the 1980s and implemented market-oriented
reforms. According to the World Bank, exports
accounted for about 32% of GDP in 2020 in Ghana,
with imports at 35% in the same year.

The main exports from Ghana include timber
products, cocoa beans, coal, crude petroleum, and
cola nuts, suggesting a high dependence on
primary goods to drive up exports. (Enu et al.,
2013) Ghana also has a high reliance on imports
with its top imports including refined petroleum,
rice, iron, cars, trucks, and other industrial and
consumer goods. (Harvey & Sedegah, 2009)

Using time-series data, this paper examines the
relationship between trade balance and economic
growth in Ghana. The dynamics between exports,
imports, and economic output are examined to
contribute to the existing literature on export-
driven growth. Strong criticism of export-oriented
growth studies causes difficulties in identifying
causality, with no tests for the direction of that
causality. Exports, being a component of GDP, can
also be driven up by an increase in GDP. Since
there exists this bidirectional relation between
exports and GDP, in our analysis we include the
Vector Autoregressive Model (VAR) in our
Statistical analysis section of the paper.

LITERATURE REVIEW

Numerous studies have indicated the positive
relationship between exports and economic
growth. Farahane and Heshmati (2020)
investigated the contribution of trade to economic
growth as well as the impact of regional integration
agreements in the Southern African Development
Community. The study tested the hypothesis of a
positive  relationship  between trade-related
variables including FDI, trade openness, and
exports, through a balanced panel data analysis.
The study also tested the hypothesis of a negative
relationship between economic growth and trade
variables including total debt service, effective
exchange rate, and terms of trade. The findings of
the study supported the view of trade operation as
an engine for growth and recommended the
promotion of international trade through export
expansion for Southern African countries.

Asafu-Adjaye and Chakroborty (1999) employed
cointegration techniques to test for intertemporal
causality between exports, imports, and real output
in less developed countries. An error correction
model was used to Evaluate the causal direction, to
indicate a representation of the relationship of the
variables through the incorporation of feedback
mechanisms between them. The study established
causality from exports to real output. However,
super-exogeneity tests questioned the strength of
the causal relationship and indicated the influence
of structural changes in the economy as well as
political shifts.

In contrast, Dodaro (1993) presents a study
involving the application of time series analysis
using ordinary least squares to test the relationship
between exports and economic growth in less
developed countries. The study covers a wide
range of countries, including the poorest ones,
while accounting for the heterogeneity of the
dataset through individual country time series. The
paper’s causality test provided very weak support
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for the hypothesis that export growth promotes
GDP growth. As evidence is weak, a re-
examination of policies towards exports and
growth is suggested, especially in the context of
less developed countries.

Mensah & Okyere (2020) examined the causal
relationship between exports and economic growth
for the period 2010 to 2019, based on monthly data
in Ghana. They found evidence of bidirectional
causality between export and growth, as well as a
rapid adjustment to equilibrium between exports
and real GDP. The paper focused on a decade
where the Ghanian government focussed on
ramping up international trade.

Lee and Huang (2002) examined the causal relation
between exports and output in five Asian countries
(Hong, Kong, Taiwan, Philippines, Korea, and
Japan) employing the multivariate Granger
causality methodology. The success of newly
industrialised economies in Asia was attributed to
their adoption of outwardly oriented development
strategies. Using the two-regime multivariate TAR
model, the results indicated, with the exception of
Hong Kong, evidence of export-led growth under
certain regimes.

Kalaitzi and Chamberlain (2020) re-examined the
validity of the export-led growth hypothesis in the
context of the United Arab Emirates. It applies
short-range Granger causality tests which support
the existence of causality from merchandise export
to economic growth in the short run. However,
there is a lack of evidence for long-run causality in
the UAE, likely due to the country’s reliance on oil,
subject to oil-price shocks. The majority of UAE’s
exports include oil and oil-related goods, indicating
the need for policymakers to target new export
sectors to foster future economic growth.
Similarly, Panta, Devkota & Banjade (2022) using
the vector error correction model investigated the
export-led growth hypothesis in Nepal, and found
no evidence to support the hypothesis, either in the
short run or long run.

Njikam (2003) examines whether agricultural and
manufactured exports caused economic growth or
vice versa, utilising the stepwise Granger-causality
technique to analyse the direction of causation in
Sub-Saharan African countries. The results
indicated that, during the export promotion period,
agricultural  exports  unidirectionally  caused
economic growth for 9 out of 21 countries.
However, manufactured exports drove up GDP in
only 3 out of 21 countries. This questions the
emphasis of export promotion policies, especially
with regard to manufacturing in African nations.

Taylor (2015) postulates that the notional ‘rise’ of
Africa, with a comparative advantage as primary
commodity exports, contributes to the continent
being pushed further into dependency and
underdevelopment. The current growth model has
been ineffective in establishing sustainable
development outcomes and industrial growth is not
associated with economic growth. Instead, there
has been a greater dependency on primary
products, linked with de-industrialisation as a
driver of economic growth. This does not lend
itself to sustainable economic development,
especially in light of shifting prices for primary
commodities in the global market.

OBJECTIVES
The Objectives of Our Study are To :

e Conduct statistical analysis (univariate and
multivariate) on Real GDP

e To determine the relationship between Real
GDP and Exports

e To determine the relationship between Real
GDP and Imports

e To study the long-run relationship between Real
GDP and Exports

e To study the long-run relationship between Real
GDP and Imports

HYPOTHESES
To achieve our objectives, we need the following
hypothesis:

e H1: Real GDP, Exports, and Imports are
expected to have significant trends and unit-
roots when considered in levels.

e H2: Exports are positive in the VAR model as
a significant independent variable.

e Ha3: Imports are negative in the var model as a
significant independent variable.

e H4: Real GDP is cointegrated with exports in
the long run.

e H5: Real GDP is cointegrated with imports in
the long run.

e H6: Exports are cointegrated with imports in
the long run.

RESEARCH QUESTIONS
Given our objectives and hypothesis, we formulate
the research question as follows :

e Can exports sufficiently explain the variation in
real GDP?

e Should imports be considered when explaining
variations in the real GDP?
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METHODOLOGY

In order to answer the research questions and to
prove the hypothesis, we have collected data from
the Penn World Table, which is a database of
relative levels of income, input-output, and
productivity covering 183 countries. Data on
exports, imports, and GDP in Ghana have been
extracted to examine their relationship. The data
covers the time period of 1959 to 2019 in Ghana.
Real GDP in Ghana observed very little increase
from the 1960s until the 2000s*. In the last two
decades, GDP rose rapidly with extreme
vulnerability to external shocks such as the 2008
financial crisis.

Firstly we will start by looking at the three time
series individually by conducting univariate
analysis independently on all three series to
determine the ARMA model and forecasts. Next,
we will look at the relation of the series through
multivariate analysis using VAR, Cointegration
tests, and Vector Error Correction Model (VECM).
Initial data cleaning process was done in Excel and
the data was imported to Eviewsl12 for further
computations.

STATISTICAL ANALYSIS

| Descriptive Statistics and Data

Our series will use Real GDP as the dependent
variable, with imports and exports representing the
explanatory variables. To do this we are going to
apply a two-pronged approach. First, we will do 3
univariate analyses on real GDP, exports and
imports to see whether these variables can be
explained well by only their past values. Thereafter
because issues arose, we conducted a VAR with all
three variables to see if a joint series is more
accurate.

Figure 1 shows how Ghana’s GDP has fluctuated
significantly with a large peak in the early 2000s.
A possible reason for this could be the HIPC
(highly indebted poor countries) and MDRI
(multilateral debt relief) initiatives that saw debt
become null and void, which in turn opened the
route to international borrowing, trade and
economic growth.?2 (IMF Factsheet, 2021.)An
initial sign of the importance of trade can be seen
by the drop in 2014/15. As explained in the World
Bank article “Commodity Prices Expected to Drop
Across the Board in 2015” trade would have
dropped and so would have GDP as a
consequence.?

Figure 1: Annual (1955-2019) Real GDP Ghana (constant national prices in millions, 2017, US$)
rgdpo
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For all three variables, we decide to transform them
and take the natural logarithm to smoothen our
findings. The change in GDP is shown in the
histograms below. The skewness decreases by 1

meaning that the data is far more symmetrical, and
this does not affect the spread in the tails as the

85
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Kurtosis scores remain close to three (the kurtosis
score for a standard normal distribution).* The
distribution was formerly slightly less normal but
after the log transformation, visually speaking it

comes close to normality. We also take the natural
logarithm for Imports and Exports and show their
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graphs and histograms in the Annex (Annex figures
3 & 6).

Figure 2: Histogram RGDP
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Figure 3: Histogram LNRGDP
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2 Stationarity Testing and ARIMA
Estimation

Figure 4 first (left) shows the correlogram for LN
GDP. From it, we can draw 3 main possibilities.
Firstly, the gradual declining slope of the ACF
hints toward there possibly being non-stationarity
(non-constant mean/variance), which prevents our
ability to forecast. Secondly, the high PAC 1 score
hints toward possibly being able to use the first
difference to make the series stationary. Thirdly,
this appears to be an ARMA(p,q) model with many
significant MA components (up to MA(13)).

Figure 4: LN Real GDP correlogram & LN Real GDP first difference

Correlogram of LNGDP Correlogram of D(LNGDP)

Date: 04125122 Time: 11:43 Date: 04/25/22 Time: 11:44

Sample: 1955 2019 Sample: 1955 2019
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I I 1 0837 0937 59761 0.000 [ 1 0099 0099 06634 0415
[ — o 2 0875 -0.028 11267 0.000 = 2 -0.340 -0.354 85452 0014
[ — o 3 0817 0000 15950 0.000 [ =] 3 0178 0298 10.730 0.013
= N 4 0756 -0.047 20036 0.000 (=] 4 0181 -0.031 13.048 0011
[ o 5 0694 -0.055 23529 0.000 g 50096 0048 13715 0018
[ [ 6 0.630 -0.048 26456 0.000 [ 6 0012 0.045 13725 0033
= N 7 0565 -0.047 28854 0000 [ 7 0137 0063 15108 0.035
[ | N B 0500 -0.043 30766 0.000 g 8 -0.077 -0.096 15556 0.049
= [ 9 0445 0041 32309 0.000 g 9 -0,133 -0.052 16.905 0.050
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[ o 24 0039 0.005 37264 0.000 g 24 0111 -0.153 31.867 0.130
[ N 25 -0.056 -0.033 37299 0.000 g 25 -0.100 -0.080 33144 0128
g o 26 -0070 0.011 37354 0.000 L p 26 0107 0.083 34425 0125
g [ 27 -0.087 -0.052 374.41 0.000 N 27 0.023 -0.057 34484 0.152
g g 28 -0117 0137 376.01 0.000 g 28 0182 -0.069 38386 0.092

When we take the first difference (right) we
directly observe that the series seems to now be
stationary (sinusoidal P/ACF with no significant
large peaks). Moreover, both an ARMA(2,2) and
ARMA (3,2) seem to be plausible models as the
ACF and PCF scores are significant at these values.
To confirm our suspicions of stationarity in the first
difference we also perform an Augmented Dickey-
Fuller (ADF) unit root test. We know that if a unit

root is present, the series is not stationary. We
perform the unit root tests with a trend and constant
as the graph of LNGDP indicates their possible
existence (figure 1).

Taking the first difference (figure 6) results in the
unit root no longer being significantly present as
the P-score becomes 0.000 (no longer 0.121 -
figure 5). Moreover the trend and constant, with P-
scores of 0.9 & 0.5 (figure 6) respectively, are not



1827

Journal of Positive School Psychology

significantly present after taking the 1st difference.
We then repeat this process for Imports and
Exports in the Annex (Annex figure 8 & 9) to

conclude that we will also take the LN first
differences here.

Figure 5: ADF for LN Real GDP (level)

rull Hypothesis: LMPL_X has a unit root
Exogenous: Constant, Linear Trend
Lag Length: O (Automatic - based on SIC, maxlag=10}

Awvgmented Dickey -Fuller Unit Root Test on LNPL_ X

t-Statistic FProb.*
Augmented Dickey-Fuller test statistic -2 074500 01212
Test critical values: 1% level -4 107947
5% lewvel -2.481595
10% level -3.1168695
*Mackinnon (1995) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: DILMNPL__x)
Method: Least Squares
Drate: 04/25/22 Time: 12:13
Sample (adjusted): 1956 2019
Included observations: 64 after adjustments
Wariable Coefficient =td. Error t-Statistic Prob.
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Log likelinood 18.21990 Hannan-Cuinn criter. -0.435755
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Prob(F-statistic) 0012174

Figure 6: ADF LN Real GDP (first difference)

Augmented Dickey-Fuller Unit Root Test on D{LNPL_X)

Mull Hypothesis: D(LMPL_X) has a unit root
Exogenous: Constant, Linear Trend
Lag Length: 1 (Automatic - based on SIC, maxlag=10)

t-Statistic Frob.*

Augmented Dickey-Fuller test statistic -7.761156 0.0000
Test critical values: 1% level -4.113017

5% level -3.483970

10% level -3.170071

*MacKinnon (1996) one-sided pvalues.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(LMNPL_X2)

Method: Least Squares

Date: 04/25/22 Time: 12:14

Sample (adjusted). 1958 2019

Included observations: 62 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.

D{LNPL_X(-1)) -1.341326 0172826 -7.761156 0.0000
D(LMNPL_X{-1),2) 0.342294 0121913 2.807696 0.0088
C 0.032205 0.051519 0.625109 05344
@TREND("1955%) -0.000112 0.001354  -0.082952 0.9342

R-squared 0560527 Mean dependentvar 0.000731
Adjusted R-squared 0537795 S.D. dependentvar 0.280591
S.E. of regression 0.190761 Akaike info criterion -0.413247
Sum squared resid 2110613 Schwarz criterion -0.276012
Log likelihood 16.81065 Hannan-Cwinn criter. -0.359365
F-statistic 2465874 Durbin-Watson stat 2.058163
Prob(F-statistic) 0.000000

After making the series stationary, the next step is
estimating the form of the model. ARIMA(p,d,q)
models are in essence ARMA(p,q) models with a
differencing/integration element “d.” In our model,
we are using a first difference and d=1. Under the
Eviews function “Automatic ARIMA forecasting”
we intend to determine p,q based on the AIC
comparisons - although comparing the Schwarz or
Hannan-Quinn  criteria are also  model
comparisons. As seen in Figure 7, Eviews tests all

possible models to find that for LN GDP, the most
likely model is an ARIMA(3,1,0). Both the
constant and each of the AR components are
significant. We also conduct the same tests for LN
Imports and LN Exports in the Annex (Annex
figures 10 & 11) to determine that their respective
ARIMA  models are: ARIMA(4,14) &
ARIMA(2,1,0).

Figure 7: ARIMA forecasting and equation output
for LN GDP (first difference)
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Equation Output
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The LN GDP Model becomes therefore:
DLN_GDP(t) = 0.03 + 0.24 * DLN_GDP(t-1) -
0.38 * DLN_GDP(t-2) + 0.29 * DLN_GDP(t-3) +
et

3 Checking the Model

From the equation output in figure 7 (right), we
first look to test for autocorrelation between the
residuals. use the Durbin Watson score.® Our score
is precisely 1.96 and close to 2 meaning

autocorrelation is unlikely. To double-check we
also look at the Q-Q residual correlogram (figure
8) and perform an LM test (figure 9). The Q-Q plot
does not show any significant peaks and
furthermore, the null hypothesis of no
autocorrelation in the LM test is not rejected.® there
is no autocorrelation.

Figure 8: DLN_GDP QQ residual correlogram
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Figure 9: LM test for DLN_GDP
Breusch-Godfrey Serial Correlation LM Test:

F-statistic 0.105810 Prob. F(2,55) 0.8998

0bs*R-squared 0.233806 Prob. Chi-Square(2) 0.8897

Thereafter we perform a test on the residuals to test 14 —
whether they are normally distributed (figure 10). ge”“li '};;'gﬁg
The null hypothesis is that the residuals are 121 — anpe

normally distributed and with a P-score of 0.45, Obenaons

this is not rejected.” Finally, looking at the inverse 01 — Mean 0000012
roots shows whether the model is invertible (and it ] Medan 0001300
can be seen as an additional check for stationarity). B Maximum ~ 0.140804
Our results in figure 11 show that all of the roots ] . Minimum 0188786
are invertible as they are not out of the unit circle. 6 St.Dev. 0066530
In the Annex (Annex figures 12 &13), we perform Skeumess -03772%9
the same checks for Imports and Exports. - Kitos 3160220
Figure 10: Histogram residuals DLN_GDP 2 Jargue-Bera 1579430

Probabiity  0.453974

0

[ — T
020 015 010 006 000 0056 010 045

Figure 11: Inverse roots of DLN_GDP
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Inverse Roots of AR/IMA Polynomial(s)

AR roots

When performing the same tests for Imports and
Exports in the Annex (Annex figures 12 & 13) we
encounter the first signs that imports and exports
cannot be explained by only their own past values.
Starting with Exports, the adjusted R-squared is
0.07 (compared to 0.3 and 0.16 for Imports and
GDP) and the F-statistic is low. It is only
significant at the 10% level (P-score of 0.052)
meaning that we are less sure that the model fits the
data. An issue from Figure 11 can be shown to
come from major residuals in the early 1980s past

Figure 11: Actual and fitted values DLN_Exports

.0 1.5

values of Exports alone do not explain later exports
well in this time period. Moreover, the residuals for
both Exports and Imports are not normally
distributed, and finally, the LM test for Imports
indicates that we would reject the null hypothesis
of not serial/autocorrelation at a 12% level of
significance. Forecasting is unlikely to be reliable
for these two variables and we have our first
concrete indication that a VAR model may be a
better approach.

-*WW' 0.0

-08

-04

121 -04
0.8 08
0.4 -
00 /\ A S\ N /\ AN

AVASR AT v
-0.4 -
-U.B |\||\\||||\||I\\\\||\\|||\\||||\||||‘|||\‘\|||I|\||‘\\ll‘l\l

60 65 70 75 80 8 9 9 00 05 10 15

| — Residual — Actual — Fitted

4 Forecasting

There are two types of forecasting: static and
dynamic. Static uses the actual values to forecast a
one-step-ahead forecast. Dynamic on the other
hand then uses forecasted (non-actuals) to predict

the next values in a multi-step forecast.® Figures
12-14 show the dynamic forecasts for GDP,
Imports, and Exports. The “S.E.” green line
represents the absolute value of 2 Standard Errors.
The most noteworthy conclusion is that the S.E. is
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especially large for dynamic imports. Imports are
least likely to be a convincing univariate series.

Figure 12: Dynamic (left) and static (right) forecasts DLN_GDP
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Figure 13: Dynamic (left) and static (right) forecasts DLN_Imports
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Figure 14: Dynamic (left) and static (right) forecasts DLN_Exports
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5 Conclusion of the Three Univariate Tests
When looking at the univariate time series we were
able to create a series that will predict Real GDP,
Imports, and Exports individually on their past
values alone. The models were all transformed into
their natural logarithms and the first difference was
needed for stationarity. The resulting models
became ARIMA (3,1,0), (4,1,4) and (2,1,0)
respectively.

For Real GDP most of the checks needed to be able
to forecast were convincingly met and a forecast
with a respectable SE is created. The resulting
model with an R2 of 21% (adjusted R? of 16%) does
indicate however that there is room for
improvement in explaining/fitting the data.

The more pressing issues are present in the Exports
and Imports series. Taking a look at the graph of
the smoother LN versions shows the first hint of
the issues we found: for both series, there are large
peaks of the early 80s that could even start to
guestion the stationarity found. Specifically, for
exports the residuals are not normally distributed,
the Rz value of 0.7% is starkly small and this
lacking fit is emphasised in the F-statistic that is not
significant at the 5% level as well as figure 11
which shows how the peaks of the 80s are not well
fitted in the model. Imports on the other hand also
do not have normally distributed residuals but more
worryingly the LM score suggests that

VAR Lag Order Selection Criteria

autocorrelation is present at the 12% level. Two
worrying issues that are best seen in Imports
having by far the largest and most irregular SE
intervals for (dynamic) forecasting. All in all, the
issues in Imports and Exports are expressed by the
best ARIMA model not having all the AR(p) and
MA(q) coefficients at the 5% significance level.

In other words, we end up finding that for imports
and exports specifically there need to be extra
variables that explain the variation. The current
best univariate series are not adequate. Secondly,
for GDP, although a prediction is possible, an
improved prediction is likely one that includes
additional variables as well to increase the model
fit. Hence we finish this analysis by conducting a
VAR.

6 MULTIVARIATE MODELLING

6.1 Vector Autoregressive Regression

Since we are interested in predicting multiple time
series variables using a single model, we are in the
case of a VAR. In VAR, each variable is a linear
function of its past lags as well as the past lags of
other variables. Here we regress the vector of time
series variables on lagged vectors of these
variables. In order to do that, first, we will see how
many lags to include:

Figure 15

Endogenaous vatiahles: DLM_RGDPO DLW_PL_# DLM_PL_M

Exogenous variables: G
Date: 0502722 Time: 1537
Sample:; 1955 20149
Included ohservations: 59

Lag Logl LR FFE AlC sC Hi

I 138.7338 A, 202e-06 -4.601146 -4.495509% -4.5509910"
1 1477777 1686142 20e-06  -4602633 -4180083 -4.437686
2 15982834 1841866  1.9Ze-06 -4.653676 -3914214 -4.365020
3 1661346 13040586  201e-06 -4.614731 -35583506 -4.202365
4 179.0524  2014300%  1.78e-06% -4.747538% -3374240 -4.211462
b 1876317 1250553 1.84e-06  -4733279 -3043080 -4.073494

*indicates lag order selected by the criterion

LR: sequential madified LR test statistic (each test at 9% [evel)

FPE: Final prediction errar

AlC: Akaike information criterion

SC Schwarz infarmation criterion

HG: Hannan-Guinn information critesion
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According to AIC criterion, we must include 4 lags to do the VAR and cointegration as follows:

Figure 16

wactor Autoregression Estimates

Date: 05502522 Time: 17:20

Sample (adjusted): 1960 20149

Included observations: 60 after adjustments

Standard errars in ) & t-statistics in []

DLM_RGDRFO

DILM_PL_x

CILM_PL_ i

DOLM_RGOPO-1) 0176593483 0192180 0523664
(0.15289) (0.34105) (0. 280700
[1.157365] [0.565340] [2.07329]
DLMN_RGDPO-2) -0.336773 -0.877461 -0.5945833
(014478 (0.22205) (0.2Z6581)
[2.32615] [-2.71695] [-2.23782]
DLM_RGOPO-3) 0.329150 -0.549966 -0.3292419
(0144743 (0.32288) (0.265T5)
[2.27404] [-1.70333] [-1.47BET]
DILM_RGOP 4] -0.013052 -1.0744568 -1.216A35
(0.15896) (0. 254600 (0.29186)
FO.05211] [-=.03005] [-4.16962]
DLM_PL_3(-13 0052663 -0.7TF1517 -0.443114
(0.09729) (0.21702) (0.17262)
[0.54132] [2.55510] [-2.48081]
DLM_PL_¥(-23 -0.050975 -0. 740662 -0.582674
(0.10205) (0. 227642 (0187 36)
[0.49952] [2.25365] [-3.1093491]
DLM_PL_=i-3) -0.1173749 -0.405459 -0.334431
(0.09942) (0.22178) (0182543
[1.18062] 1.82821] [1.83214]
DLM_PL_=i-43 -0.0564749 -0.097287 0.041723
(0.08564) (019103 (015723
[0.65953] 0.50928] [0.26537]
DLM_PL_fli-13 0.012302 0.813014 0.366843
(0.10645) (0.23745) (019543
[0.11557] [3.44921] [1.87707]
DLM_PL_Mi-23 0102021 0.511973 0.303958
(0.11736) (0.261 80 (0.21548)
[0.86925] [1.95558] [1.41064]
DLM_FPL_fli-33 0120744 0.342316 0.266TT3
(011427 (0.25490) (0.20980)
[1.05665] [1.34292] [1.27156]
DLM_PL_fli-43 0.094885 0.407962 0.266261
(0.1 0468) (0.23352) (019220
[0.90641] [1.74704] [1.38536]
o 0.022036 0.090432 0.071883
(0.01246) (0.02779 (0.022871
[1.76888] [3.25418] [3.14281]
R-squared 0.287608 0.472716 0.478614
Adj. R-squared 0105721 0.338090 0.3454495
Surm sq. resids 0.240350 1.195990 0.810183
S.E. eqguation 0.071511 0.153520 0.131293
F-statistic 1.581246 3.511332 2 5953648
I likelinnnd AN 4R3ARA 37 37480 44 NNagq
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The above regression table gives us the VAR till lag 4 with adjusted R*2 value of 10%.

Figure 17
Dependent “ariahle: DLKN_RGDPO

Method: Least Squares (Gadss-MNewton 5 Marquardt steps)

Date: 052522 Time: 11:21
Sample (adjustedy: 1958 2019

Included obhservations: 62 after adjustments
DLRH_RGDFD = SOTDLM_RGDRPO1Y + CDLMN_RGDOPOE2 + 1203
FOLM_PL_ -1 + CAYDLMN_PL_SE2Y + COTDLM_PL_Mi-1) + C{A)

*DLM_PL_Mi-21 + 0T

Coefficient Std. Errar 1-Statistic Froh.
1) 0119911 0132388 09058755 0.2690
[y -0.3123490 012233883 -2.42833804 0.0161
i 0053728 0036425 0E21670 08367
i) -0.0G34645 00812495 -0.7B0ET 2 04383
Z0a) -0.000362 01002381 -0.003614 0.9971
() 01210849 0100152 1.209049 02318
0 003484945 o.o10a07 3.321072 00016
RF-squared 0192729 Mean dependent var 0.031343
Adjusted R-squared 0104663 S.D. dependent war 0075996
S.E. ofregressian 0.071909 Akaike info criterian -2.320828
Sum squared resid 0.284399 Schwarzs criterion -2 080668
Log likelihaod 78.94567 Hannan-Quinn criter. -2 226535
F-statistic 21884658 Durhin-Watson stat 18416874
Frah{F-statistic) 0.0a7844

Here only the second lag of GDP and constant are
significant. This implies that the current GDP is a
function of the negative lagged value of GDP in the
second lag. We need to test for joint significance of
variables using the Wald test to see if there are
significant joint relations between the lags:

Lag one and two of GDP are jointly significant in
determining GDP which is clear from the table
below :

Figure 18
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Wil Test:

Equation: Lintitled

Test Statistic Walue of Frobahbility
F-statistic 3.270098 (2, 9a) 0.0454
Chi-square B.5401496 2 0.0380
Hull Hypothesis: CGO1=C02=0

Hull Hypothesis Summary:

Maormalized Restriction (= ) walue Std. Err.
i) 0119911 0.132388
0 -0.31282490 0.128328
Restrictions are linear in coefficients.
Lag three and four are jointly non-significant from Wald Test:

the table below :

Figure 19

Wald Test:
Equation: Untitled

Test Statistic Walue df Probahility
F-statistic 0.709a00 2, 8%8) 04962
Chi-sguare 1.419601 2 04917
MUl Hypothesis: C{H=C{4=0

Mull Hypothesis Summary:

Marmalized Restriction = 0) Walue Std. Err.
C{3) 0053728 0.086424
Cid) -0.063465 0.081294

Restrictions are linear in coefficients.

Lag five and six are again not significant jointly

from table below:
Figure 19

Equation: Untitled

Test Statistic YWalue df Prahahility
F-statistic 0764157 2, 58) 0.4706
Chi-sguare 1.528315 2 0.4657
Mull Hypothesis: C(5)=C{E)=0

Mull Hypothesis Summary:

Mormalized Restriction (= 0) Walue Std. Err.
Cia -0.000362 0100281
CiR) 01210849 0100152

Restrictions are linear in coefficients.

This just means that GDP is a negative function of
its previous value in the second lag and does not
necessarily depend on previous values of imports
and exports even when they are jointly considered.

6.2 Post-Estimation Tests on VAR
Now, we shall conduct some post-estimation tests
on the VAR namely - normality, correlation and
heteroskedasticity tests to check for the quality of
VAR. Normality test for the VAR:

Figure 20
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P-val is not significant, so the distribution is

" Sarles: Regduals normal.
10 Sampe 19332019 i .
Onservasons 62 Now we look at correlation using LM test for the
3 VAR:
Man -352-13
Meta 00035
B - -
Madmum 0124785
Miamun  -0.165335
t 5. Dev. 0.053231
Sewness 01T
: lII l l (rss 27053
o I s
045 040 005 000 005 040 05| 7TE

Figure 21

Breusch-Sodfrey Serial Carrelation L Test:
ull hypothe=sis: RNo serial correlation at up to 2 lags

F-=tatistic 1. 470=251 Frob., F{2 53 o.zz9a1
ObhsTR-sguared . 299290 Frob., CThi-Sguared2) 01960

Test Equation:

Dependent “ariable: RESID

rMethod: Least Squares

Date: OS/AZ2/22 Timeae: 11:32

Sample: 1952 2019

Included observations: 62

FPresamplae missing value lagoged residuals set to zero.

wariable Coefficient Stol. Erraor t-Statistic Froak

Loy -0.629739 0.32916327F -1. 607969 o112

Laeg gy -0.0=Z63222 O0.27Fs406 -0.1=20454 028967

030 O0.0Z2ZE947F 002267 O.4121032 O.B77E

L a1 05120 O.101440 1.03687F7F 0.3045

050 -0.0=z0729 O101086 -0.30=29932 O.7623

ZEOED -—O.0E959= | I B = e = -0 5493295 o.s189

ZETF D 0019562 0017646 1.108922 o.2725

RESID-12 06265971 04006510 1. 714812 o9z

FRESID-2) o.oggsas3 Oo.=216561549 0.21 29356 o.7Fass5

R-sguared O.0s52569 Mean dependent var -9.6Z2E-182

Adjusted R-=sgquared -—O.0904=29 S D, dependeant war oosSsz2eE1

S.E. of regression o.o0713z202 Aliaike info criteriaon -2.Z21031 3

Surm scuared resid 0. 29445 Schwware criterion -2 0015326

Log likelihood S0.s19a972> Hannan-2ginmn criter. -Z2.1e90s0

F-statistic 0367595 Curbin-vwatson stat 1T.9551 44
FProb{F-statistic) 0.9=23037F

P-value is not significant, so there is no serial correlation.
Next we look at heteroskedasticity test for standard errors in VAR:

Figure 22
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Heteroskedasticity Test: Breusch-Fadan-Sodfrey
rlull hypothesis: Homoskedasticity

F-statistic 0. ZEE910 Frob. F{G,55) O.sS96=2
ObhsTR-squared 2322861327 FProb. Chi-Sguareda) o.2310
Scaled explained 55 1.601471 Frob. Chi-Sgquaredg) a.9s525

Te=s=t Equatiaon:

Cependent “Yariable: RESID™Z2
flethod: Least Squares

Dhate: OSM2r22 Time: 11:23
Sample: 19528 20149

Included abservations: 62

wariakble Coefficient =id. Errar t- Stati=tic Frol.
Lo O.00465684 o.o004911 S5.1339447 o.ooo0
DL RGP O-10 o.oozs23 o.o11433 o.z2197445 0.22659
DLk RGDPO-202 -0.a01 242 o.o111 326 -O0.111550 09116
CL_FL_0-12 -0.00Z2ZE6794 o.007496 -0.490767F 062545
OL_FPL_ i-23 -0.a01563233 o.oo7051 -0.232253 o.g1 72
CoL_FL_ hAd-172 -0.a0z25749 o.o0s598 -0.411472 o.s823
oL FL hAd-23% o.o0z2156 o.oo0z2s527 0.242246 o.Z2049
F-=squared O.03=5486 Mlean dependeaent var O.004587F
Adjusted R-sgquared -0.066406 S.00. dependent var o.0oas040
S E. ofregressiaon o.00s227T Alkaike into criterion -F. 210590
Sum sgquared resid ooaooz2140 Schwarez criteriaon -E 9704320
Laog likelihood 220 52232 Hannan-oudinn criter. -1 16297
F-=tatistic 02664910 Curbin-vat=son stat 1.817046
Frobi{F-=statistic) o.29567 749
Since the observed R"2 p-value is not significant, 6.3 Cointegration Test
we can say that the errors are Homoskedastic. All Now we will look at long-term relation between the
in all, the VAR has a normal distribution, no serial series to see if they are integrated in the long run
correlation and no heteroskedasticity in its standard using cointegration test:
errors. .
Figure 23

Dhate: OsSO2r22 Time: 17:22

Sample (adju=sted). 1961 20149

Included observations: 59 atter adjustmeants
Trend assumiption: Linear determini=tic trend
Series: DL _RGOFO DL PL_ > DL~ PL_ b
Lags interval {in first differencesi:; 1 to 4

Unrestricted Cointegration Rank Test (Trace)

Hvpothesized Trace o.os
o, aof CECs) Eigenvaluse Statistic Zritical Ywalue Frokb =
Fone ~ O.so0933= E1 O5EB53= Z29. 79707 o.oooo
At rmost 1 o1 7Fs=202 2O.04477F 1T5. 49471 oO.0095
At rmost 2T O.133557F S.458195 3. 24146565 O.0O0=25

Trace test indicates 3 cointegrating egncsh atthe O0.05 lewvel
= denotes rejection ofthe hypothesis atthe O0.05 level
**plackinnon-Haug-hlichelis {1 999) p-values

Linrestricted Caointegration Rank Test chiaxirmurm Eigenvalua)

Hvpothesized PMax-Eigen o.o0s
Mo, aof CEC=sED Eigenvalus Stati=tic Zritical wWalue FProkb.™
Fone ~ o.soog9g>= 41.0117F7F 21 13231652 o.oooo
At rmast o17Fe=02 11 58657 14. 2654650 a.1z2rFz2
At rmost 2 O.13325537F 2.4581495 F.28414655 oO.O0=25

Max-aeigenvalue test indicates 1 caintegrating egndsi atthe 0.05 leval
= denotes rejection aofthe hvpothesis atthe O0.05 level
mlackinnon-Haug-Michelis {19949 p-values

In the above, if any one of the p-values are less than We can see that we have at least 2 cointegrating
0.05, we can reject the null hypothesis and series. We need to understand the direction of this
conclude that there is co-integration in our data. cointegration:

Figure 24
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1 Cointegrating Equation{s):

Log likelihood

1776094

Hormalized cointearating coefficients (standard errar in parentheses)

DLM_RGOPO OLM_PL_X CLm_PL_ M

1.000000 1.7387473 -1.401 736

(0.25499) (0.25426)

Adjustment coefficients (standard errar in parentheses)

oiDLM_RGO. .. -0.129916
(0.20121)
CDLM_PL_¥) -2.434078
(0.3281326)
OOl PL_ W -1.179739
(0.240329)

The table above shows imports have a negative
long-run impact on GDP and exports have a
positive impact on GDP and are significant at 5%
level. This means that an increase in exports will
lead to an increase in GDP and a decrease in
imports will lead to an increase in GDP.

Figure 25

6.4 Granger Causality

Now, we need to test to see if there is any causality
between the series, basically we will see if we can
predict one series based on data from other series
using the Granger-causality test:

WwoaR Sranger CausalitviBlock Exogengity Wwald Tests

Date: OSyrO02022 Time: 1 7:29
Sample: 1955 20149
Imncluded observations: G0

Dependent variable: DLMN_RGDFO

Excluded Zhi-=0g [=h3 Frolk.
CLr__PL > 2127as81 4 o123
DL_FPL__ha 1.872108 4 0.7593

A1 51465191 0.7412
CDependent variable: DLLA_PL_ =
Excluced Chi-=0Q ot Frob.
DLr_ RGO O 18. 69651 4 Oo.ooo9
DoLr-_FPL__h 1TS5.97624d L3 o.onsz=
010 29.81559 o.ooozz
Dependeaent variable: DL_PL_ b
Excluded Zhi-=0q (=1} Frok.
LRGP O 2417055 B o000
CLrl__PL > 1219822 L3 o.o1s9
e Z2E. 45158 o.ooo09

The null on hypothesis 1 is rejected based on the
large p-value which is greater than 0.05, hence we
conclude that exports and imports do not granger
cause Real GDP. The null on hypotheses 2 and 3
cannot be rejected at 5% level of significance as the
calculated p-value is smaller than the actual p-
value at 5%. Hence, we conclude from hypothesis
2 that Real GDP granger causes exports and
imports granger causes exports. As for hypothesis
3, we conclude that Real GDP granger causes
imports and exports granger causes imports. Since
there is the presence of causality on our model, we

should look at how quickly the model will return to
its forecasted path if it undergoes a shock in the
next section.

6.5 Vector Error Correction Model

Since we evidently have cointegration in our
multivariate time series, we will look at VECM.
Here we are applying a VAR to our multivariate
integrated time series. Error correction gives us the
speed of adjustment within which the model will
restore its equilibrium following any disturbances.
We shall calculate this figure based on the table
below:
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Figure 26

Vectar Errar Correction Estimates
Date: 0902022 Time: 1551
Sample (adjusted): 1953 20149
Included ohserations: 62 after adjustments
Standard errars in () & t-statistics in []

Cointegrating Eq: CointEq1
DLM_RGDPOE-1) 1.000000
DLM_PL_H-17 1.516414
(0.20343)
[T.45417]
DLM_PL_ME13 -1.373T26
(0.23714)
579287
c -0.036516
Error Correction: DiDLM_RG... DiDLM_PL_#) D{DLM_PL_MMD
CointEg1 -0.285885 -1.268327 -0.398968
(0.08881) (0.20253) (0.20451)
[-3.21880] [6.26244] [-1.85081]
D{OLM_RGDP O -0.044580 0.919980 0469210
(0.14022) {0.3197E) (0.32290)
[0.31783] [2.87704] [1.45313]
D{OLM_PL_X{-11 0329711 0.285430 0.216471
(0.08218) (0.18740) {0.18923)
[4.01213] [1.52317] [1.14353]
D{OLM_PL_M{=173) -0.315053 -0.455447 -0.482151
(0.08767) (0.22272) (0.22490)
[-3.22580] [-2.04458] [-2.14386]
c 8.34E-05 -0.0005645 -0.001174
(0.01142) (0.02604) {0.02630)
[0.00731] [-0.02171] [-0.044E63]
R-souared 0.275562 0.501506 0125773
Adj. R-squared 0224724 0. 466524 0064424
Sum sq. resids 0460391 2.394066 2441234
5.E. eguation 0.089872 0.204942 0.206951
F-statistic 5420410 1433611 20580113
Log likelihood £4.01303 1280419 12.29936
Alaike AIC -1.903646 -0.2544974 -0.235463
Schwarz 3C -1.732103 -0.083431 -0.0635320
Mean dependent 0.001499 0.0007321 -0.000140
5.D. dependent 0.102070 0.280591 0.213958

Speed of Adjustment
GDP=1x-0.28=-0.28=-28%
Exports = 1.516 x - 1.269 = -1.92 = - 192%
Imports = - 1.37 x - 0.39 = 0.54 = 54%

If the speed of adjustment products is positive as is
the case for Imports, it means that VECM
continues to move away from long-run equilibrium
after experiencing a shock, instead of converging
back to it. However, the most important one to look

at here is the dependent variable which is real GDP
which seems to be converging back at 28%.
Moreover, all these variables are significant at 5%
level. Here, the adjusted R*2 value is 22.4% which
is small and says that some variation in real GDP
is captured by exports and imports but there are
other factors too that are not considered in the
model. The worrying part is about the imports
which do not seem to be converging in the long run
after the series has experienced a shock.
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HYPOTHESIS TESTING:

e H1: Real GDP, Exports, and Imports are
expected to have significant trends and
unit-roots when considered in levels is
accepted.

Reason: Unit roots were observed in real GDP,
exports and imports, leading to taking the LN 1st
difference where the trend was insignificant, for
further analysis, on the basis of Figure 4, 5 and 6.
Taking the first difference removed the otherwise
significant trend (Annex figures 8 & 9).

e H2: Exports are positive in the VAR model as
a significant independent variable is rejected.

Reason: Exports are positive only for the first
lagged value of GDP but are negative for the other
three lagged values of GDP. Moreover, the results
are not significant as per Figure 16.

e Ha3: Imports are negative in the VAR model as
a significant independent variable is rejected.

Reason: Imports are indeed negative for all lagged
values except for the first lag of real GDP and the
results are not statistically significant as per Figure
16.

e H4: Real GDP is cointegrated with exports in
the long run is accepted.

Reason: The results indicate that cointegration
exists between real GDP and exports in the long
run, as per Figure 24 & 23.

e H5: Real GDP is cointegrated with imports in
the long run is accepted.

Reason: The results indicate that cointegration
exists between real GDP and imports in the long
run as per Figure 24 & 23.

e H6: Exports are cointegrated with imports in
the long run.

Reason: Exports are cointegrated with imports in
the long run as we can see from figures 24 & 23.

LIMITATIONS

This research has a few limitations. The study does
not explore the relationship between exports,
imports, and growth at a sectoral level.® This is
relevant, especially due to the concentration of
exports and imports in specific sectors, which can
indicate different degrees of impact. Thus, future
research could focus on more sector-specific
studies, to allow for clarity on the relevance of
different industries and production units.

Another limitation is that the study is based on the
data from a single country, and thus indicates very
context-specific results. To thoroughly investigate
the role of trade in economic growth, future
research could use data from multiple countries
with similar characteristics, such as other
economies of a similar scale in the African
continent.

Our univariate analyses had resulted in poor
forecasting models for exports and imports, with
imports indicating highly irregular SE intervals and
models that did not meet all the criteria necessary
for forecasting. The irregularities in the export and
import data could not be captured by our model,
indicating the influence of other variables. The
influence of foreign aid on imports can be
explored, as a variable of interest, to understand
these irregularities. Ghana was a country highly
dependent on foreign aid, which observed a drop in
recent years. Future research can examine the
relationship between aid, trade, and growth, and
whether a dependency on aid exists.

The Covid-19 pandemic resulted in huge economic
shocks across the world, including both developed
and less developed economies. There were huge
disruptions in the global supply chain, directly
affecting trade and exchange values. This data is
limited since it ends at the year 2019, and cannot
account for the impact of such an external shock on
its economic growth. Further research can analyse
the effects of the Covid-19 pandemic, and if that
disruption and change in exports and imports led to
a positive or negative causal relationship with
GDP.

CONCLUSION

Addressing our two research questions, exports and
imports cannot sufficiently explain the variation in
real GDP, and other variables which are omitted
from the model seem to influence real GDP to a
greater extent.

The results thus do not validate the hypothesis of
export-led growth. It contradicts the results of Enu
et al. (2013) who found that exports had a positive
impact on real GDP in the long run, with an
increase in exports leading to an increase in real
GDP in Ghana.

Addressing the research question of considering
imports to explain variation in GDP, the results
indicate that imports do not have a significant
effect on growth. This aligns with findings of
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Okyere & lJilu (2020) that found that imports
cannot drive Ghana’s economic growth.

Moreover, the strength of the model for a causality
relationship for real GDP on exports and imports is
not very high, implying the relevance of other
variables not captured in the model. This is
supported by other research on export-led growth,
such as Panta et al.’s (2022) research on the lack of
evidence on the impact of trade on the small
developing economy of Nepal which is similar to
Ghana as a small emerging economy, with a
relatively recent rise in GDP levels, and thus
exports levels.

POLICY RECOMMENDATIONS

Since the results of the study indicate that GDP
unidirectionally causes exports and imports, efforts
to build up local production capacity are necessary.
Non-traditional export industries should be
encouraged with less focus on raw material
production, with greater labour specialisations in
processing such raw materials to intermediate of
finished goods before export. Ghana should utilise
its abundant natural resources for national
production. Its human capital is currently
underutilised hence policies to train the labour
force will go a long way to add to the progress of
the country.

Ghana also shows a high reliance on imports,
especially for consumer goods, resulting in a low
positive or a negative balance of payments.
Sustainable industry development is required to
replace imports at a local level. Ghana has a large
informal sector, with commerce and
entrepreneurship relegated there, to avoid
monopolies in the formal sector. Cooperative
measures, subsidies by the government, are
necessary to incorporate small and medium
enterprises, to support their survival, and scale
them up to compete in the international market. A
stable macroeconomic environment is crucial to
encourage greater foreign investment in local
manufacturing and service sectors, away from
resource-intensive industries.

As indicated in the model, export, import rates and
Real GDP are highly interlinked with bidirectional
causality. Thus, export success in the country
should be developed through the success of
domestic industries, which can only be feasible
through the support of local production, skill up-
gradation of labour, and shifting away from
extractive industries. The government should
import capital goods to develop its production
capacity, with an emphasis on greater
industrialisation. Private sector investment should

also be boosted to build up the production capacity
of finished goods.

ANNEX

Figure 1: Imports histogram

Series: PL_M
i M Sample 1955 2029
Observations 85

i T Mean 0.360325
Median 0.404482
Maximum  0.628583
Minimum  0.102968
Std. Dev. 0158720
Seewness  0.037570
2 Kurtgsis 151109

9 Jarque-Bers  6.015264
1 Frobability  0.048210

Figure 2: LN Imports histogram
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Series: LN_M
Sample 1955 2029
Observations 85

Mean -1.128878
i Median 0.805147
- Maximum 0484287
Minimum ~ -2.207588
Std. Dev.  0.487839
Skewness 0348138
2 Kurtosis 1762776
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Figure 3: LN Imports graph
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Figure 4: Histogram Exports
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Series: PL_X

Sample 1855 2018
a4 — Observations 85

Mean 0.372887
LR Median 0.433731

Maximum  0.853621
Minimum  0.082744
5td. Dev. 0.191184
Skewness 0.025605
Kurtosis 1.338538
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Figure 5: Histogram LN Exports
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" S Figure 7: LN RGDP
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Figure 6: LN Exports graph. 1044
LNPL_X
00 L o e S o L o T
- 55 60 65 70 75 80 85 90 95 00 05 10 15
04
0.8
-1.2+
16+
204
24
2.8 e e e e e e
55 60 65 70 75 80 8 90 9 00 05 10 15

Figure 8: ADFs LN Exports

Augmented Dickey-Fuller Unit Root Test on LNPL_X

Null Hypothesis: LNPL_X has a unit root
Exogenous: Constant, Linear Trend
Lag Length: 0 (Automatic - based on SIC, maxlag=10)

{-Statistic Prob*
Augmented Dickey-Fuller test statistic -3.074500 01212
Test critical values: 1% level -4.107947
5% level -3.481595
10% level -3.168695
*MacKinnon (1996) one-sided p-values
Augmented Dickey-Fuller Test Equation
Dependent Variable: D{LNPL_X)
Wethod: Least Squares
Date: 04/25/22 Time: 1213
Sample (adjusted): 1956 2019
Included observations: 64 after adjustments
Variable Coeflicient  Sid. Eror  {-Salistic Prob.
LNPL_X(-1) -0.257579 0.083779  -3.074500 0.0032
c -0.521668 0.179401  -2.907835 0.0051
@TREND("19557) 0.007452 0.002666  2.794960 0.0069
R-squared 0134579 Mean dependentvar 0017992
Adjusted R-squared 0106205 3.D. dependentvar 01987211
S.E. of regression 0.186445  Akaike info criterion -0.475622
Sum squared resid 2120462 Schwarz criterion -0.374424
Log likelihood 18.21990 Hannan-Quinn criter. -0.435755
F-statistic 4742975 Durbin-Watson stat 1761525
Prob{F-statistic) 0.012174

Figure 9: ADFs LN Imports

Augmented Dickey-Fuller Unit Root Test on DLNPL_X)

MNull Hypothesis: D(LNPL_X) has a unitroot
Exogenous: Constant, Linear Trend
Lag Length: 1 {(Automatic - based on SIC, maxlag=10)

t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -71761156  0.0000
Test critical values: 1% level -4.113017
5% lavel -3.483970
10% level -3.170071
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(LNPL_X 2)
Method: Least Squares
Date: 04/25i22 Time: 12:14
Sample (adjusted): 1958 2019
Included observations: 62 after adjustments
Variable Coefficient  Std Error  t-Statistic Prob
D(LNPL_X(-1)) -1341326 0172826 -7.761156  0.0000
D{LNPL_X(-1),2) 0342204 0121913 2807606  0.0068
c 0032205 0051319 0.625109 05344
@TREND( 19557 -0.000112 0001354 -0.082052  0.9342
R-squared 0.560527 Mean dependentvar 0.000731
Adjusted R-squared 0537795 S.D.dependentvar 0.280591
S.E. of regression 0.190761 Akaike info criterion -0.413247
Sum squared resid 2110613 Sehwarz criterion -0.276012
Log likelihood 16.81065 Hannan-Quinn criter. -0.359365
F-statistic 24.65874 Durbin-Watson stat 2058163
Prob(F-statistic) 0.000000
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Augmented Dickey-Fuller Unit Root Test on LNPL_M Augmented Dickey-Fuller Unit Root Test on D{LNPL_M)
MNull Hypothesis: LNPL_M has a unit root Null Hypothesis: D(LNPL_M) has a unit root
Exogenous: Constant, Linear Trend Exogenous: Constant, Linear Trend
Lag Length: 0 (Automatic - based on SIC, maxlag=10) Lag Length: 1 (Automatic - based on SIC, maxlag=10)
+-Statistic Prob.* -Statistic Prob*
- - A - B
Augmented Dickey-Fuller test statistic 2578401 02013 fugmented Dickey Fulertestlalioic 738666 00000
Test critical values 1% level -4107947 5% level 3.483970
5% level -3481595 10% level 3470071
10% level -3.168695
*MacKinnon (1996) one-sided p-values.
*MacKinnon (1996) one-sided p-values
Augmented Dickey-Fuller Test Equation
Augmented Dickey-Fuller Test Equation Dependent Variable: D(LNPL_M.2)
Dependent Variable: D(LNPL_M) Wethod: Least Squares
Wethad: Least Squares Date: 04/25/22 Time: 12:15
Date: 04/25/22 Time: 12:15 Sample (adjusted): 1858 2019
Sample (adjusted): 1956 2018 Included observations: 62 after adjustments
Indluded obsenalions: 64 after adjusiments Variable Coefficient ~ Std Emor  t-Statistic Prab.
Variable Coefiicient Std. Error t-Statistic Prob. DILNPL_M-1)) 1215237 0164527 -7.386266  0.0000
DI{LNPL_W(-1).2) 0.353967 0122776 2883034  0.0055
LNPL_W(-1) -0198572  0.077011 -2578491  0.0124 z 0027205 0041223 0862120 05105
C -0.347942 0148871 2337213 00227 @TREND(19557  -0.000124  0.001081 -0.114388  0.9093
@TREMD("19557) 0.004345 0.002011 2160539 0.0347
R-squared 0.517837 Mean dependent var -0.000140
R-squared 0.098446 Mean dependent var 0.019239 Adjusted R-squared 0.492897 S.D. dependentvar 0.213958
Adjusted R-squared 0.068887 S.D. dependentvar 0.157210 S.E. of regression 0.152362 Akaike info criterion -0.862779
SE. ofregression 0151698 Akaike info criterion -0888109 Sum squared resid 1.346416  Schwarz criterion -0.725544
Sum squared resid 1403750 Schwarz criterion -0.786911 Log likelihood 30.74614  Hannan-Quinn criter. -0.808897
Log likelihood 31.41948  Hannan-Quinn criter, -0.848242 F-stafistic 2076373 - Durbin-Watson stat 2031903
F-statistic 3330487  Durbin-Watson stat 1639036 Prob(F-stafistic) 0000000
ProbiF-statistic) 0042388

Figure 10: ARIMA forecasting and equation output for LN Imports (first difference)

= ARMA Criteria Graph = Equation Output
Dependent Variable: DLN_M
Akaike Information Criteria (top 20 models) ’E";:}ZUS#‘;'E?;‘; ’“‘Tai"r'n";“;"s'-o'ge““‘md (BFGS)
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I } SE. of regression 0.128941 Akaike info criterion -0.978624
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Figure 11: ARIMA forecasting and equation output for LN Exports (first difference)
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= ARMA Criteria Graph = Equation Qutput

Dependent Variable: DLN_X

Akalke Information Criteia (top 20 models) Method: ARMA Maximum Likelihood (BFGS)

o e —— — Date: 04/28/22 Time: 15:06
P } } P } L } Il e Sample: 1956 2019
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Figure 12: DLN_Imports invertibility, LM for 4 lags and residuals checks
Inverse Roots of AR/MA Polynomial(s)

Sample: 1955 2029
Included observations: G4
Q-statistic probabilities adjusted for 8 ARMA terms 15

Autocorrelation Partial Correlation AC PAC Q-Stat Prob

1 -0.060 -0.060 0.2448

2 0022 0019 02739 104
3 0019 0021 0.3029
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Series: Residuals
e Sample 1956 2019
20 4 Observations 64

16 Mean -0.001044
Median 0.010389
Maximum 0.449323
12 o Minimum -0.338896
Std. Dev. 0.119498
ad Skewness 0.101249
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Probability 0.000001
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Breusch-Godfrey Serial Correlation LM Test:

F-statistic 1971291 Prob. F(2,53) 01494
Obs*R-squared 4154271  Prob. Chi-Sguare(2) 0.1253

Figure 13: DLN_Exports invertibility, LM test for 2 lags and residuals checks



1845

Journal of Positive School Psychology

Sample: 1955 2029
Included observations: 64
Q-statistic probabilities adjusted for 2 ARMA terms

Autocorrelation

Partial Correlation AC PAC  Q-Stat Prob
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Series: Residuals
Sample 1956 2019
Observations 64

-0.001192
-0.010965
0.933988
-0.514642
0.185025
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Breusch-Godfrey Serial Correlation LM Test:

F-statistic
Obs*R-squared

0932029 Prob. F(2,57)

1.863365 Prob. Chi-Square(2)

0.3097
0.3747
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